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ABSTRACT 

This thesis presents a measurement of the mass of the W boson using 

data collected during the 1992-93 oollider run at the Fermilab Tevatron with 

the Collider Detector at Fermilab ( CDF). A fit to the transverse mass spectrum 

of a. sample of 5718 W 4 e11 events recorded in an exposure of 18.2 pb-1 gives 

a best value of 80440 ± 145 (stat.)) ± 180 (syst.) MeV /c2• The implications of 

this result for the Standard Model of the electroweak interaction a.re discussed. 
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Chapter 1 

INTRODUCTION ~ 

The development of a unified theory of the electromagnetic and weak 

forces [1] marked a.n important step towards understanding the interactions 

among elementary particles. The combined theory, now called the "Standard 

Model of the Electroweak Interaction," has been proven extraordinarily suc­

cessful by over two decades of diverse experiments (2). However, the theory 

displays unexplained symmetries and also requires that the measured values 

of many physical constants be added to the theory by hand. A deeper theory 

might predict the values of some of these observable quantities and explain the 

underlying symmetries. There are at least two paths on which experiments 

could motivate a more comprehensive theory. First, such a theory may arise 

from the direct discovery of new phenomena. Second, the theory can be tested 

by making precise a.nd probing measurements in search of contradictions with 
' 

the theory. The measurement of the W mass is a step down the second path. 

As shown in Figure 1.1, most electroweak experiments may be cat­

egorized ru:i those probing neutral- versus charged-current interactions, where 

neutral-currents involve the exchange of the photon or a. Z boson and charged-

1 
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~, Fi.gure 1.1: Where different experiments probe the electroweak Standard 
Model. 
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Mass 
(GeV/c2

) 

81±5 
80!~0 

83.5 ±2.9 
80.2±1.5 
80.0 ± 4.1 

80.53 ± 0.49 
79.91±0.39 
80.36 ± 0.37 

Experiment 

UAl-83 
UA2-83 
UAI-86 
UA2-87 
CDF-89 
UA2-90 
CDF-90 
UA2-92 

Reference 

[3] 
(4) 
(5) 
(6) 
[7) 
(8) 
[9] 
[10) 
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Table 1.1: Some previously published W mass measurements. Not all of the 
above measurements are independent. 

currents involve the exchange of aw+ or w- boson. These experiments may 

also be divided into those at low versus high Q2' where Q2 denotes the ap­

proximate squared momentum transfer characterizing the interaction. Precise 

probes of electromagnetism and measurements of the properties of Z pro­

duction and decay serve as tests of the neutral-currents at low and high Q2
, 

respectively. Deep inelastic scattering of neutrinos from nuclei and precise 

measurements of the properties of muon decay and atomic transitions in Ce­

sium probe only at low Q2 • The measurement of the W mass is one of the few 

measurements which is sensitive to the presence of new physical phenomena 

involving charged currents at high Q2• 

A summary of previously published measurements of the W mass is 

given in Table 1.1. This work will achieve a precisio.n nearly twice that of the 

best previously published value. 

This thesis describes the measurement of the W mass using W bosons 

produced in antiproton-proton (pp) collisions at the Fermilab Tevatron [11) 

with a. center-of-mass collision energy of 1800 GeV. Specifically, this thesis 

• 
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presents an analysis of the decays of the W into an electron and neutrino from 

a dataset with a luminosity of 18.2 pb-1 collected by the Collider Detector at 

Fermilab (CDF) from August 1992 to May 1993. 

In Chapter 2, an overview of the analysis strategy is described along 

with the critical detector components. In. Chapters 3 and 4, the calibration 

and understanding of the detector response to the electron from a W decay 

are described. The measured masses of the i and Z resonances are used as 

a check. In Chapter 5, the reconstruction of the detector response to the rest 

of the particles in the event, necessary to infer the neutrino momentum, is 

described. In Chapter 6, the event modeling is described. Chapter 7 shows 

how the presence of background processes is handled. Chapter 8 gives details 

of the fitting method used to extra.ct the W mass from the data.. In Chapter 9, 

the value of the W mass is presented and the the experimental uncertainties 

are summarized. The measured W mass is compared to previous measure· 

ments and current predictions. The implications of this measurement for the 

Standard Model are discussed. 



p 

Chapter 2 

OVERVIEW 

This chapter provides an overview of the analysis. It begins with a 

discussion of how the nature of W boson production and decay motivates the 

strategy used to measure the W mass. A short description of the detectors 

critical to the measurement follows. The basic strategy of the mass scale 

calibration, crucial to this measurement, is described. A brief description of 

the datasets required for calibrations and for measuring the W mass is given. 

Finally, an outline of how the W mass is extracted from the calibrated data is 

provided. 

2.1 Nature of W Events 

The production of w·hosons is described at lowest order by the 

Drell-Yan process (12], where a quark and antiquark in the antiproton-proton 

collision annihilate to produce a W boson as illustrated in Figure 2.1. The W 

is produced with momentum relative to the center of mass of the antiproton­

proton collision in the transverse and longitudinal directions. This momentum 

is balanced by an energy flow of hadronic particles, referred to as "recoil" 

5 
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m this thesis. The W bosons used in this analysis have decayed into an 

electron and a neutrino. Since the apparatus cannot detect the neutrino and 

cannot measure the z-component of the recoil momentum, there is insuffi.cien,t 

information to reconstruct the invariant mass of the W on an event-by-event 

basis. Rather, this analysis constructs the transverse mass of each W event, 

which is analogous to the invariant mass except that only the components of 

energy flow transverse to the beamline are used. Specifically, 

(2.1) 

where MT is the transverse mass of the W, c is the speed of light, Ef is 

the transverse energy of the electron, and Elf: is the transverse energy of the 

neutrino.1 The boldface denotes two-component vector quantities. The masses 

of the decay products are negligible and treated as zero. The energy of the neu­

trino is not measured, but rather is inferred using conservation of momentum. 

Specifically, 

E1' =-(Et+ u), (2.2) 

where ET and Et are the transverse energy vectors of the neutrino and elec­

tron, and u denotes the transverse energy vector of the recoil. 

When lul ~ Ef, the transverse mass measurement of Equation 2.1 

becomes 

(2.3) 

where u;; is the transverse energy of the recoil projected along the azimuthal 

direction of the electron. The resolutions on the measurements of the electron 

energy and recoil must be understood to make adequate predictions of the 

1 Although energy is a scalar quantity, "transverse energy" commonly denotes the trans­
verse component of a vector whose magnitude is a particle's energy measured in a calorime­
ter and direction is parallel to the particle's momentum. 
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transverse mass shape. In addition, effects which systematically bias the mea­

surement components of the recoil vector u a.long the electron direction must 

be considered. Note that Equation 2.3 is shown only to illustrate these points 

and that Equation 2.1 is the definition of transverse mass used everywhere in 

this analysis. 

2.2 The Detector 

This section briefly describes the CDF detector [13) and provides 

references for more detailed information. The CDF detector is shown in Fig­

ure 2.2. 

The momentum of a charged particle is measured from the curvature, 

azimuthal angle, and polar angle of the track left in the tracking devices, the 

vertex time projection chamber (VTX) [l4) and the central tracking chamber 

(~TC) [15), as the particle traverses a magnetic field which points almost 

parallel to the be~mline. The VTX and CTC are immersed in this largely 

axial _magnetic field. For the purposes of triggering [16] an.d dataset selection, 

the field is treated as a 1.4116 T uniform axial field, and the drift times are 

set assuming a.if estimate of the positions and potentials of the field and sense 

wires. The momenta of tracks from W electrons reconstructed with the final 

calibration usually differs from those using this approximation by less than 10% 

and the average differs by less than 0.1%. The CTC momentum measurement 

is the ultimate source of a.U energy calibrations in this experiment. 
,~ ,_ ,. 

.... The energy of a. central electron is measured from the electromagnetic 

shower it produces in the central electromagnetic calorimeter (CEM) [17). For 

the purposes of triggering and dataset selection, the CEM calibrations are de­

rived from testbea.m data taken during 1984-85. To compensate for scintillator 
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aging, the gains were set in early 1992 using Cesium-137 gamma-ray sources 

which may be moved along each calorimeter tower at a depth corresponding 

to electron shower maximum(....., 6 X 0 ). The final calibration, derived from the 

CTC momentum scale in Chapter 4, differs from this calibration with an RMS 

spread of 3.4%, while the average was C?rrect to better than 1 %. Through­

out this thesis, momentum measurements by the CTC are denoted as p and 

calorimeter energy measurements are denoted as E. 

Muons created with pseudorapidity2 j17l < 0.6 pass through the CEM 

and the calorimeter behind it, the central hadronic calorimeter {CHA) [18], 

leaving a minimum-ionizing energy deposition, typically....., 3 GeV. The muon 

subsequently traverses two sets of drift chambers, the central muon chambers 

(CMU and CMUP) [19}, separated by 0.6 m of steel. Muons emerging at 

polar angles closer to the beamline (1.1 < 1111 < 0.6), cross a different set of 

drift chambers, the central muon extension (CMX). To identify muons, the 

tracks in either of these chambers are matched to CTC tracks associated with 

minimum-ionizing calorimeter energy depositions. 

For the W events used in this analysis, the recoil usually consists of 

low-energy particles which spray in all directions from the pp interaction. The 

central calorimeters measure the energy flow of these particles over the range 

1111 < 1.L Gas-based sampling electromagnetic and hadronic calorimeters ex­

tend this coverage to 1111 < 3.6 [20). The gains of these devices were set using 

50 GeV /c electrons and 50 GeV /c pions in a testbeam. Understanding the 

response of these devices to the recoil from bosons is problematic for two rea­

sons. First, it depends on difficult details of the flow and energy distributions 

of these particles. Second, the absolute gains and non-linearities of most of 

2Pseudorapidity (11) is a convenient measure of polar angle at pp colliders. It is defined 
as '1 =: -ln(tan(0/2)), where 0 is the polar angle relative to the proton-beam direction. 
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these calorimeters are not known to great precision. Rather than attempt an 

understanding of these detectors from "first principles," the energy response 

to recoil energy is mapped out using Z -t ee events. 

2.3 Mass Scale Calibration 

The calibration of the mass scale is crucial to the W mass measure­

ment. The basic architecture of the CDF detector is a caloriµieter behind a 

magnetic spectrometer. This configuration allows an in situ calibration di­

rectly from the collider data. The magnetic spectrometer is calibrated using 

the J /1/J -t µµ resonance and final alignments are largely accomplished by 

exploiting the charge independence of the electromagnetic calorimeter mea­

surement. The calorimeter is calibrated by exploiting the linearity and sta­

bility of the magnetic spectrometer. A diverse range of physical processes, 

described in the following section, allows calibration and numerous checks of 

the calorimeter and magnetic spectrometer mass scales. 

2.4 Datasets 

In this analysis, six significant datasets are employed. These are 

described briefly below and in more detail in subsequent chapters. All data 

are required to come from a "good" run. A run was deemed "good" if no 

significant problem with the detector, trigger or data-acquisition system was 

recorded in the shift logbook [21 ]. A run could be revoked from the good­

run list if a problem were found during subsequent analysis. Runs were also 

required to have more than a 1.806 nb-1 exposure. The electron and muon 

data samples lose 4.9% and 6.8% of the luminosity (initially 20. 7 pb-1 ) to these 
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cuts, respectively. Moreover, requiring that the run not be taken immediately 

after one of three long collision hall accesses, when the phototube gains were 

unstable, ca.uses 7 .2% of the electron data to be removed. The final dataset 

corresponded to 18.2 pb-1• 

A sample of ,..., 60, 000 J /,,P -+ µµ candidates sets limits on system­

atic deficiencies of the central tracking chamber (CTC) and determines its 

absolute momentum scale. These events allow examination of the behavior of 

the measured mass as a function of geometrical properties of J /¢ production 

and decay, such as opening polar angle between the muons, the average po­

lar angle of the muons, the region of the magnetic field being sampled, and 

the transverse momentum of the J/'tf;. The variation of the J/'tf; mass peak 

with the transverse momentum of the J /'ff; is used to set a limit on the non­

linearity of the device. Ultimately, the measured value of the J /'ff; mass peak 

sets the absolute calibration of the CTC from which all other energy scales in 

the detector are derived. 

A sample of,..., 140, 000 inclusive central electrons with ET > 9 GeV 

is used to understand the response up to an overall normalization of the central 

electromagnetic calorimeter (CEM). These events exploit the uniformity and 

stability of the CTC to set common gains among the 478 CEM towers, "flatten 

out" the energy response of the towers , which can vary by 10% near their 

azimuthal edges, and reduce time dependences. A high-ET subset of these 

events, i.e., those with ET> 18 GeV, whose momentum measurement in the 

CTC is most sensitive to the presence of alignment errors, exploits the charge-

, independence of the CEM measurement to remove charge-dependent offsets 

from the CTC calibration. 

A sample of ,..., 2000 dimuon events near t he T mass serves as a. check 

on the CTC momentum scale. 
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A sample starting with 605 dimuon events near the Z mass serves as 

an additional check of the CTC momentum scale. The width of the Z peak 

also provides the nominal measure of the CTC resolution. ~1' 
. • ·'°" 

A sample starting with 28107 W --+ ev candidates, with both mo-

mentum and energy measurements of the electron, is used to set the .absolute 

scale of the CEM from the CTC. The cuts on electron identification in this W 

sample are much looser than those imposed on the inclusive electron sample 

to avoid energy-dependent selection biases. This is the sanwle ~sed to demon­

strate the performance of the calibrated CTC to tracks with low curvature 

(high PT) in Section 3.2. These data also serve a check of the CTC and CEM 

resolutions. The number of these event~ exhibiting electron bremsstrahlung 

is used to determine the amount of material inside the tracking volume. A 

5718-event subsample (which completely contains the 4425 events used to set 

the CEM scale) is used to measure the W mass. 

A sample starting with 3533 dielectron events near the Z mass is 

used to map out the response of the calorimetry to boson recoil as described 

in Chapter 5. The cuts on this sample are kept as close as possible to those 

which selected the W -+ ev sample; this yields a sample of 558 events. A 

subset of this sample, the 254 events where both electrons are detected by the 

CEM, measures the CEM resolution and serves as a check of the CEM energy 

scale normalization. 

2.5 Extracting the W Mass 

Using these datasets and the final calibrations derived from them, 

the transverse mass of each W event is constructed. Using the understand­

ing of detector responses extracted from the data.sets, a simulation generates 
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the predicted transverse mass spectrum for a range of W masses. The data 

are compared to simulated transverse mass lineshapes for different masses to 

extract the measurement of the W mass. The statistical uncertainties are ex­

tracted from the fits. To· measure the systematic uncertainties, many artificial 

datasets with an effect varied are generated.and fit as the data. The observed 

mass shifts are used to calculate the systematic uncertainties. 



Chapter 3 

TRACKING CHAMBER 

CALIBRATION 

The absolute energy scale with which the W ~ ev and Z ~ ee mass 

measurements are made derives from the absolute momentum scale calibration 

of the central tracking chamber (CTC). This chapter begins with a description 

of the reconstruction of charged particle momenta and trajectories from their 

tracks. The following section of this chapter shows the results of the final CTC 

alignment using electrons, and estimates uncertainties on the W mass from 

the residual variation after this alignment. In the next section, the absolute 

scale is set using the position of the J / 1/1 ~ µµ peak. Next, complementary 

checks of the scale from a direct ·measurement of the magnetic field, the mass 

values of the i -. µµ peaks, and the Z ~ µµ mass are shown. A tracking 

momentum resolution is returned from the fit to the Z ~ µµ peak and is used 

later as a check on the tracking resolution extracted from the electron data. 

The concluding section gives a summary of the systematic uncertainties on the 

W mass from set ting the CTC scale. 

15 
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3.1 Track Reconstruction 

The ionization of gas by the passage of charged particles produces 

"tracks" in the VTX and CTC detectors. Tracks reconstructed in the r - z 

view using the VTX determines the location of the interaction point vertex 
• 

on a.n event-by-event basis to within 1 mm along the beamline, i.e., in z. The 

distribution of vertices (shown for the W -+ ev sample in Figure 3.1) has an 

RMS spread of 2~-30 cm, depending on the accelerator conditions. Events 

associated with a. vertex more than 60 cm from the center of the detector a.re 

rejected to keep only those events for which the projective nature of the de­

tector is used and for which the tracking measurements a.re best understood. 

Charged particles with 1'11 < 1.2 pass through a ,..., 1.4 T axial magnetic field 

leaving a track in the CTC with curvature in the r - <P plane inversely pro­

portional to the particle•s transverse momentum. The track's trajectory is 

measured at up to 84 space points from a radius of 30.9 to 132.0 cm from the 

beamline. These points a.re fit to the trajectory of a particle described by five 

helical parameters: r - ¢>curvature, r - <P impact parameter, azimuthal angle, 

polar angle, and origin of the track along the beamline (in z). In 1986, the field 

was mapped using a rotating search coil [22] and deviations from a uniform 

axial field of order 1 % were measured. Since during the map the solenoid was 

run at 5000 A, rather than the 4650 A used during the 1992-93 run, the field 

measurements were scaled down by the ratio of the currents and corrections 

of order 1 % were made to account for saturation in the steel return yoke. The 

l z:esultant deviations from an otherwise helical trajectory are included in the 

fit used to reconstruct the tracks. 

The resolution of the track momentum for prompt particles is im­

proved by a factor of two by the subsequent application of a "beam-const raint ." 
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The beam-constraint adds a point to the track by including the interaction 

point. To accomplish this, the positions and slopes of the beams are mea­

sured on a run-by-run basis using the measured origin of inclusive charged 

particle tracks in the silicon vertex detector (SVX) [23). These data a.nd the 

event-vertex position in z as measured by ~he VTX yield the extra point on 

the bea.mline in the r - <P projection. The beam-constraint of muon tracks 

includes the effect of ionization energy loss to the (8.9± 1.3)% X0 (on average) 

of material traversed before entering the CTC. (See Section 4.6.) The effect of 

electron bremsstrahlung is not included in the track reconstruction, but rather 

is included in the simulation of track reconstruction in Chapter 4. 

3.2 False Curvatures 

Misalignments of the wires, inadequate nominal drift times in the 

CTC, and large-scale distortions of the chamber ma.y give rise to false curva­

tures in the track reconstruction. Since a. false curvature is independent of the 

charge of the particle, it ca.uses a charge-dependent momentum shift between 

positive and negative tracks. The fractional shift in momentum is largest at 

small curvattfres, i.e., high transverse momentum. Fortunately, these offsets 

cancel to first-order in mass measurements of the W, Z, J / '¢, and T, since the 

momentum spectra of their daughters are charge-symmetric. The false curva­

tures must be kept small to control second-order biases on the W mass which 

may arise from at least two effects: non-linearities a.rising from the limita­

··tions of the charge-averaging of the charge offsets and polar-angle-dependent 

false curvatures affecting the W mass due to the charge asymmetry in the 

production a.nd decay of W bosons. 

False curvatures are reduced by exploiting the charge-independence 
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of the CEM measurement of the electron energy. Constraining the ratio of 

t he electron energy measured in the CEM to electron momentum measured 

in the CTC, E/p,1 to be independent of charge for high-Er electrons removes 

most of the false curvatures [24]. A sample of approximately 10,000 inclusive 

central electrons with ET > 18 GeV, whose curvatures are small enough to 

be affected, is used for this purpose. The nominal alignments in r, </>, and z 

are adjusted so that there is no splitting in < E /p > between electrons and 

positrons. A residual modulation of the splitting versus azimuthal angle, </>, 
' 

would worsen the tracking resolution but should not introduce a bias in the 

sea.le measurement. A residual modulation in polar angle, 0, would worsen 

the resolution as well a.s introduce a scale bias. The sea.le bias a.rises from the 

charge asymmetry of t he lepton direction from W decay [25] . A small residual 

modulation versus ¢> of the t rack is removed by effectively adding an offset to 

the nominal beam position. The polar-angle modulation is removed by putting 

in an effective "twist" of the CTC, or a small counter-rotation of the two CTC 

end plates. Figure 3. 2 shows the difference in the ratio < E / p > for electrons 

and positrons from the final W -+ ev sample before and after the ultimate 

calibration. This difference is proportional to the false curvature. The residual 

false curvatures as a function of track 4> and 0, after all corrections, are shown 

in Figure 3.3. This sample is not the same as used for the calibration and is 

the sample used for the mass and scale measurements so these plots serve as 

a useful check. 

The systematic uncertainties due to the presence of false curvatures 

may be estimated. As stated above, a 2% modulation in the momentum scale 

as a function of azimuthal angle should not affect the measurement since there 

are no azimuth-dependent physics biases. The scale bias induced by the false 

1 For convenience, the requisite factor of c is dropped in this ratio. 
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curvature due to a residual 0.5% polar-angle false curvature modulation via 

the asymmetry of the electron distribution from W decay is studied using 

the simulation introduced in Chapter 6. The effect contributes a 0.02% scale 

uncertainty, or 15 Me V / c2 on the W mass. The possibility of non-linearity in 

the CTC momentum measurement is addre!Jsed in the following section. 

3.3 CTC Scale Calibration 

The nominal absolute scale of the CTC, from which all other en­

ergy scales in the experiment a.re derived, is determined by normalizing the 

observed J/1/J -. µµ peak to the value of 3096.93 MeV /c2 from the Particle 

Data Group (PDG) (26]. The sample of 60,000 J/1/J-.... µµevents is shown in 

Figure 3.4. The procedure is summarized here, but more detail may be found 

in Reference [27]. 

A list of systematic uncertainties incurred while normalizing the CTC 

scale to the J / 1/J mass a.nd in extrapolating to the curvatures of W electrons is 

given in Table 3.1. The entries in the table a.re now described line-by-line. The 

data are fit to a Gaussian with a linear background in a 100 MeV /c2 window 

centered on !he PDG value. The fit determines the mean with a statistical 

accuracy of 0.1 MeV /c2• Fits using wider windows yield shifts consistent with 

that expected from the radiative tail. Each muon is corrected for minimum­

ionizing energy loss in material traversed before entering the tracking volume. 

The amount of material is calculated both from a detailed accounting of all 

·matter installed between the beamline and tracking volume and is also directly 

measured from the size of the radiative tail of the E/p distribution for W 

electrons and counting conversions. (See Chapter 4.) The additional material 

indicated by the measurement is included when reconstructing tracks. Since 
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Effect Uncertainty 
(MeV /c2) 

Statistics 0.1 
Muon energy loss before tracking 1.1 
Beam-constraint 0.3 
Opening polar angle effect • 0.1 
Residual field non-uniformity 0.6 
Background 0.1 
Time variation 0.5 
Radiative decay 0.2 
Non-linearity 0.5 
PDG 0.1 
TOTAL (in quadrature) 1.5 

Table 3.1: Uncertainties incurred using the J/t/J peak to set the CTC scale for 
tracks from W electrons. 

a_ significant fraction of J /t/J mesons come from decays of B mesons which 

travel some distance from the primary vertex, the J /t/J mass may shift when 

the beam-constraint is applied. The observed shift, 0.3 MeV /c2, is taken as 

a systematic uncertainty. A dependence of the J /t/J mass on the opening 

polar angle (A cot 6) between the two tracks is observed. This may be due 

to an error which causes the polar angle to be mismeasured rather than an 

error on the curvature measurement, which is all that is relevant for the W 

mass measurement. To keep the momentum scale determination independent 

of this polar-a.ngle variation, the momentum scale determination uses J /¢ 
'decays with 6. cot 0=0, where the invariant mass is insensitive to polar-angle 

mismeasurements. To avoid double counting of systematic uncertainties, the 

variation with opening angle has been removed by reconstructing tracks as if 

the CTC were compressed by 3 mm from its nominal length of 3214 mm. The 
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adjustment may actually be correcting some other deficiency, such as the tilt 

in the stereo sense wire angles, rather than the actual length of the chamber. 

Although the magnetic field was mapped with high precision in 1986, 

residual deviations from the map may affect momentum measurements. The 

residual systematic uncertainty is determined by modeling the variation of the 

magnetic field as quadratic in z and looking for a linear variation of the J / 'l/J 

mass with < z2 > of the tracks. An uncertainty of 0.6 MeV /~2 is attributed 

for this variation. Breaking up the dataset into smaller samples and com­

paring the mass shifts between using linear and quadratic background shapes 

suggests that the presence of background contributes less than a 0.1 MeV /c2 

uncertainty. An unexplained 1.0 MeV /c2 drop in the J/¢ mass is observed 

over the course of the run. Since the scale is set by the average, the maximum 

deviation, 0.5 MeV / c2, is taken as a systematic uncertainty. The shift due 

to radiative decays of the J/¢, i.e., J /,,P -+ µµ -y, is determined from Monte 

Carlo studies to be -0.44±0.20 MeV /c2 when fitting a Gaussian plus linear 

background over the nominal mass range. This correction is applied to the 

final fit value. The following section sets a limit on CTC non-linearity equiv­

alent of 0.5 MeV from the J /¢ mass when used as the normalization at the 

W ma.Bs. The uncertainty in the PDG J/,,P mass, 0.1 MeV /c2
, is added to the 

uncertainty. 

The final fit value is 3095.l ± 1.5 MeV /c2• Thus the CDF momentum 

scale needs to be shifted up by 1.00056±0.00048 for the J /¢mass to agree with 

the PDG value. This correction is applied to set the nominal CTC momentum 

sea.le for this analysis. This translates into a correction of +45 ± 40 MeV /c2 

at the W mass. 
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3.4 CTC linearity 

The momentum scale is set using tracks from J/'t/J decays, but the 

scale is used at the W mass. The extrapolation needs to account for pos­

sible non-linearities. These may arise from a number of sources including 

incorrectly-modeled energy loss, correlations with the angular variations, or 

incorrect CTC alignment causing false curvatures. The first two sources were 

addressed in the preceding sections. The last source is now discussed in more 

detail. One can expand the invariant mass formula in terms of track curva­

tures. By doing so, the largest term not removed by the average over charges 

is a function of curvature squared, which is plotted in Figure 3.5. The extrap­

olation to the W mass involves the difference between the average curvature 

squared of the J /'ff; decay products and the average curvature squared of the 

W decay products. Since the extrapolated shift is small and not entirely un­

derstood, it is accounted for by an uncertainty of 0.5 MeV /c2 with no shift. 

3.5 Checks 

Thtee complementary and independent checks are made of the mo­

mentum scale. First, the normalization of the J /1/J mass implies a correction 

of 1.00056 ± 0.00048 to the nominal magnetic field value; this correction has 

also been measured directly using an NMR probe. Second, the masses of the 

T -. µµ resonances check the CTC scale using events with pairs of tracks 

·with larger opening angles than the J /'ff; -t µµ events. Third, the mass of the 

Z -. µµ resonance checks the scale using curvatures similar to those used in 

the W mass measurement. 

After the 1992-93 run ended, J. Hyten inserted an NMR probe into 
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in the first bin in this plot (0.001 GeV-2c2

). The average for J /t/J decays is 
0.10 Gev-2c2 • 
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the solenoid at a precisely-determined point (r=15 cm, z=150 cm) and used it 

to measure a precise value of the magnetic field intensity (28]. The value of the 

magnetic field for tha.t point was predicted using the 1986 magnetic field map 

and a magnet-saturation correction due to the different operating currents. 

The measurement indicates that the nominal.magnetic field of 1.4116 T should 

be corrected upwa.rds by a factor of 1.00070 ± 0.00021, in good agreement 

with the equivalent (nominal) correction implied by the normalization to the 

J /t/J -... µµ peak of 1.00056 ± 0.00048. Note that the direct comparison of 

the normalization of the J /t/J mass and normalization of the magnetic field 

assumes the nominal locations of CTC wire radii to be correct to a few hundred 

microns. For example if the radius of the chamber were different, that would 

mimic a sea.le shift. Ultimately, the J/t/J peak is used since it does not rely on 

knowledge of the absolute radii of the CTC wires. 

The locations of the three observable i resonances: lS, 2S, and 3S, 

check the CTC scale using events with pairs of tracks with larger opening 

angles than the J /t/J --+ µµ events since their masses are larger and do not 

suffer the same selection bias (trigger PT threshold). The measured values after 

the absolute scale calibration are shown in Table 3.2. While the agreement for 

the lS and 2S 1s good, the value for the 3S peak shows a marginally significant 

difference. However, the 3S peak is sensitive to the background shape, has few 

events, and it is hard to imagine a real systematic error on the 38 peak which 

would not affect the lS and 2S resonances. 

The measured mass of the Z --+ µµ resonance checks the CTC using 

tracks with curvatures comparable to those used to measure the W mass. The 

measurement is limited by the finite statistics in the peak. The measurement, 

includes Drell-Yan interference, radiative decays (Z _. µµ"Y) and the detector 

resolutions discussed in Chapter 6. The measured value, 91290 ± 190 MeV /c2 
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Resonance Corrected Mass World-Average Mass 
(MeV /c2

} (MeV/c2
} 

T(lS) 9457 ± 2± 7 9460.3 ± 0.2 "' 
T(2S) 10026 ± 5 ± 7 10023.3 ± 0.3 
T(3S) 10331±8 ± 7 10355.3 ± 0.5 

Z--+ µµ 91290 ± 180 ± 65 91187 ± 7 

Table 3.2: Measured masses of the i --+ µµ and Z --+ µµ resonances com­
pared to the published values. The first uncertainty on the corrected value 
is from statistics. The second is the systematic uncertainty from setting the 
momentum scale. 

is in good agreement with the precise LEP result of 91187 ± 7 Me V / c2 shown in 

Table 3.2. The tracking resolution is fit simultaneously with the scale, yielding 

a measurement of .the tracking resolution at the Z mass of [27) 

60 
0 = 0.00084 ± 0.00008(stat.) ± 0.00003(syst.). (3.1) 

'!'.he contributions to this systematic uncertainty include acceptance, trigger­

ing, and fitting. 

3.6 Summary 

Setting the CTC scale, while crucial to the mass measurement, is 

robust and does not contribute a large systematic uncertainty. Normalizing 

the CDF momentum scale to the J /1/J mass ca.uses a systematic uncertainty of 

40 MeV /c2 on the W mass measurement. Several independent checks of the 

CTC scale are in good agreement. The residual false curvatures as a function 

of polar angle after their correction add a an uncertainty of 15 MeV /c2 on 

the W mass. The tracking curvature resolution ( ~C / C) at the Z mass is 

measured to be 0.00084 ± 0.00009. 

/* 
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Chapter 4 

ELECTRON 

MEASUREMENT 

The CEM measurement of the electron energy dominates the trans­

verse mass measurement, so understanding its scale and resolution is essential. 

This chapter begins with a description of the central electron reconstruction 

algorithm. The following section of this chapter describes the calibration of 

the CEM response, i.e., removing scale dependences on shower position and 

time, but leaving the overall energy normalization to be determined later in 

this chapter. The following sections describe the W-+ ev and Z -+ ee samples 

which measure the CEM resolution a.nd set the CEM scale. Before setting the 

scale, the next section describes how the CEM resolution is extracted from 

the Z -+ ee data and provides a check using the W -+ ev data. In the next 

section the W -+ ev data are used to set the absolute energy scale of the 

CEM. A measurement of the CEM non-linearity, which affects the Z mass 

measurement, but not the W mass measurement, is described. The measured 

30 



31 

mass of the Z ~ ee peak is compared to the precise LEP value as a check of 

the CEM scale. 

4.1 Electron Reconstruction 

The electron shower induced in the lead-scintillator sandwich of the 

CEM produces light in the scintilJator. The light is collected from either side· 

of the tower in azimuth and measured by phototubes. The geometric mean of 

the charge from the two phototubes is used as the measure of tower energy. 

The geometric mean is used to reduce the gain dependence on local shower 

position due to light attenuation in the scintillator. To construct clusters 

of energy, cluster seed towers are chosen from an event as the CEM towers 

w~th the largest transverse energy. The two towers on either side in the polar 

direction {"shoulder towers") are included in the cluster, unless this would 

require crossing the boundary at 'I = O, in which case the cluster consists of 

just two towers. Central electromagnetic clusters whose seed tower is one of .. 
the outer towers of the CEM are excluded from this analysis. The energy 

of the electron is ta.ken as the sum of energies from the cluster of seed and 

shoulder towers. Individual clusters continue to be identified in this way until 

no towers above the seed tower threshold of 5 GeV remain. For the cluster to 

be considered a central electron in the W -. ev sample, the ratio of the energy 

in the hadronic towers behind the CEM towers in the cluster to the total CEM 

electromagnetic energy must be less than 10%. There also must have been one 

track with PT >13 GeV/c in the CTC which extrapola.tes to the face of one of 

the CEM towers in the cluster which must have had ET> 22 GeV. 
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4.2 All-But-Scale CEM Calibration 

Variations of the raw CEM response due to scale differences amon.g 

CEM towers, dependence on shower position within a tower, and time de­

pendence are reduced to improve the CEM resolution. To accomplish this, 

Larry Nodulman and Karen Byrum have used a sample of inclusive central 

electrons with ET > 9 GeV which have both their momentum and energy 

measured independently by the CTC and CEM, respectively [29). The mo-
~ 

mentum, p, is measured using the "beam-constraint" described in Section 3.1. 

These electrons are presumably produced from the semi-leptonic decays of par­

ticles containing charm or bottom quarks and from the conversion of photons 

into electron pairs in the material close to the beamline. The trigger selection 

and electron identification cuts are similar to the cuts imposed in inclusive 

electron analyses [30). An additional cut that Er+PTC >22 GeV, away frol'Q 

the trigger thresholds, reduces threshold biases due to backgrounds and :fluc­

tuations. A sample of about 140,000 of these electrons are selected with the 

same fiducial cuts and from the same runs as the electrons in the W ~ ev 

sample. The responses are calibrated iteratively using the mean of E/p in the 

interval 0.9 to 1.1. 

Th~ average gain of each tower is set using the approximately 100-200 

of these electrons which hit each tower in each half of the run. Towers without 

enough inclusive electrons to be calibrated are excluded from the fiducial region 

for seed towers in the W mass analysis. 

The variations in response due to position of the shower within the 

tower was measured in a testbeam when the calorimeters· were much younger, 

but the high statistics of this sample allows some additional adjusting of the 

response maps at the 0.5% level using concurrent data. Figures 4.1 and 4.2 
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show the relative response after all corrections to the CEM for electrons in the 

final W sample as a function of shower position in the azimuthal and polar 

directions. In these figures, xlocal denotes the distance from the center of a 

calorimeter tower in the azimuthal direction, z denotes the polar distance from 

the center of the detector along the calorimeter at a depth of 6 X0 , and zedge 

denotes the distance from the nearest calorimeter edge in the polar direction. 

An independent average gain for each tower for the running periods 

before and after an accelerator shutdown in January 1993 (during which the 

collision hall was open for several weeks) is determined from the average re­

sponse of the 100-200 electrons per tower. The CEM energy scale was seen to 

drop by 4% over the course of the run. The gain variation is reduced by fitting 

the data to eight independent slopes as a function of run number-before and 

after the January shutdown for each quadrant of the CEM, which corresponds 

to separate thermal masses. This change in gain was confirmed by an observ­

able difference in the Cesium-137 source calibrations taken before and after the 

run {31]. These changes were not uniform and appeared to be correlated with 

either or both the segmentation of the high-voltage distribution to the photo­

tubes and the thermal mass segmentation [31]. However, the changes were not 

correlated with either any measured drifts in the high voltage (although these 

measurements may have been unreliable) and the relevant temperature mea­

surements were deleted online. Figure 4.2 shows the average energy response 

after all corrections as a function of days since August 26, 1992. 

Figure 4.3 shows the total correction factor relative to the online 

· calibration for the electrons in the W sample. The spread of these corrections 

is small, 3.5%, with no electron receiving a correction larger than 15%. 

Since the inclusive electron data have a large fraction of fakes and 

even the real electrons are produced by processes whose energy flow near the 
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Figure 4.1: Upper: Relative response of the electrons in the W sample as a 
function of the azimuthal distance in centimeters from the center of the tower. 
Lower: Sarne as a function of the polar distance in centimeters from the center 
of the detector. Energies are after all corrections. The points are the mean of 
E/p in the range 0.9 to 1.1. 
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electron is difficult to model, these data cannot be used to set an overall scale 

for the calorimeter. To that end, electrons from W decay a.re used as described 

in the following sections. 

4.3 W ~ ev Sample 

The W -t ev events serve several purposes. They make up the sample 

of W -t ev events which is used to extract the W mass. These electrons a.re 

used in this chapter to transfer the absolute momentum scale of the CTC to 

the absolute energy scale of the CEM. They serve as a check on the nominal 

CEM and CTC resolutions. They measure the CEM non-linearity, necessary 

for extracting the Z mass, but not the W mass. 

The sample begins with 28107 events collected using the online cal­

ibration with cuts of Ef > 22 GeV and Pr > 13 GeV /con the electron, and 

E,T > 22 Ge V. The cuts applied to make the final sample a.re listed in Table 4.1. 

A line-by-line description of each of these cuts now follows: In addition to the 

good-run requirement described in Chapter 2, a range of runs immediately 

after each of three long detector accesses are removed since temperature and 

other conditlbns in the collision hall were unstable. One and only one electron 

candidate may be present in the event. The nominal event vertex is chosen as 

the closest one reconstructed by the VTX to the origin of the electron track 

and must be within 60 cm in z from the origin of the detector coordinates. 

The RMS residuals of hits used in the fitted track to the fit must be less than 

· 350 µm. The electron track after the beam-constraint must extrapolate to 

within 5 cm of the event vertex. The r - <fo impact parameter of the electron 

track relative to the beamline before the application of the beam constraint 

must be within 1 cm to remove cosmic rays; this cut is 100% efficient for elec-



Cut 

Original sample (see text) 
Good run 
Run not immediately after a long access 
Exactly one electron candidate 

lzvertex I < 60 cm 
RMS Electron track residuals < 350 µm 
Electron track can be attached to a vertex 
Electron track impact parameter <1.0 cm 
Electron track beam constr. pull < 3.0u 
electron is fiducial 
Ef > 25 GeV 
E1' > 25 GeV 
Pr> 15 GeV/c 
lul < 20 GeV 
No jets with Er> 30 GeV 
No other track with PT> 10 GeV /c 
Track isolation around electron 

Fit region: 65 <Mp-' < 100 GeV /c2 

Scale Fit region: 0.9 < E/p < 1.1 

Events 
Remaining 

28107 
26887 
24722 
23693 
22425 
21815 
21549 
21519 
20189 
14001 
13025 
10739 
10399 
9072 
8961 
8657 
8067 
5718 
4425 

Luminosity 
(pb-1) 

~ 20.7 
19.7 
18.2 

Table 4.1: Cuts used to make the W--+ ev sample. 
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trons in Z -+ ee events. The electron position in the central detector must 

pass extremely tight fiducial cuts (5 cm from the azimuthal edge of the tow­

ers, 9 cm away from the central era.ck, and at least as central as the middle 

of tower 8.) The transverse momentum of the electron track must change by 

less than three standard deviations when b~am-constrained. The electron Er 

and neutrino ET, which is inferred from the total energy imbalance in the 

detector, are required to be greater than 25 GeV, after all calibrations, to 

reduce backgrounds while retaining most of the W events. The electron track 

PT after all calibrations and beam-constraint must be greater than 15 GeV /c. 

Note that the energy cuts presuppose knowledge of the CEM energy scale so 

the event selection and calibration procedure requires one complete iteration. 

Cuts requiring no events with jets with ET> 30 GeV or recoil lul > 20 GeV 

reduce background. In addition these cuts yield a sample that is easier to 

simulate and keep the events wjth the best resolution on the transverse mass. 

To reduce the number of Z-+ ee events where the second electron is not iden­

tified, no event with another track with momentum greater than 10 GeV /c is 

allowed. A narrow track-isolation cut a.round the electron, allowing no tracks 

with PT > 1 Ge V / c within a. circle of 0.25 in fJ·</J space, allows background to 

be reduced without excessively biasing the topology of the event. Note that 

for the purposes of the stiff-track removal and cone-isolation, the tracks were 

reconstructed without a beam-constraint. The final W sample contains 8067 

events, of which 5718 are in the region 65 < MT < 100 GeV /c2
• A subset 

with 0.9 < E/p < 1.1, containing 4425 events, a.re used for determination of 

.the CEM energy scale as described later in this chapter. 
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4.4 Z ---+ ee Sample 

The Z -+ ee sample serves two purposes. The width of the Z -+ ee 

peak measures the CEM resolution. The extracted Z mass serves as a check 

on the setting of the CEM scale. 

The selection of Z -+ ee events with one electron detected by the 

CEM is kept as close as possible to that of the W -+ ev event selection 

described above and is detailed in Table 4.2. Most of these cuts are described .. 
in the preceding section. If both electrons from the Z hit the central detector, 

then which electron is considered "first" is determined randomly. Otherwise, 

the central electron is dubbed "first." The cut on the second-electron ET uses 

the Er that is inferred from the first electron and the underlying event, just 

at tr is calculated for W events, to more closely mimic the resolution for 

the cut on neutrino transverse energy in the W selection. The event selection 

yields 254 Z -+ ee candidates in the range 81 < Mf~v < 101 GeV /c2, from 

which the Z mass is extracted. There are no like-sign events in the 254-event 

central-central sample. 

4.5 CEM Resolution 

The width of the Z-+ ee peak is used to measure the CEM resolution. 

The CEM resolution is parameterized by 

(
bE)2 - ( (13.5± 0.7)% )2 2 
E - -Jfh +K, (4.1) 

where the first term is an irreducible stochastic term measured with a. 50 Ge V / c 

electron testbeam [17]. (Note that accounting for scintillator deterioration, a 

more accurate number might be (13.7 ± 0.7)% which is close enough as to 



Cut 

Original sample (see text) 
Good run 
Run not immediately after a long access 
Exactly two central electron candidates 
lzvertexl < 60 cm 
<First electron track residuals> < 350 µm 
First electron track can be attached to a vertex 
First electron track impact parameter <LO cm 
First electron track beam constr. pull < 3.0a 
First electron fiducial 
Second electron fiducial 
First Ef > 25 Ge V 
Second ET > 25 (effective) Ge V 
First p~ > 15 GeV /c 
'Second PT > 15 GeV /c (if central) 
lul < 20 GeV 
No jets with ET> 30 GeV 
No extra track with PT > 10 Ge V / c 
Track isolation a.round first electron 
Track isolatit>n around second electron 
81 < Mee < 101 GeV / c2 

Central-Central 
Central-Plug 
Central-Forward 

Events 
Remaining 

3533 
3366 
3114 
2536 
2423 
2380 
2362 
2362 
2245 
1555 
1242 
1122 
1040 
993 
990 
859 
853 
677 
623 
607 
544 
254 
239 
51 

Table 4.2: Cuts used to make the Z -+ ee sample. 
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Luminosity 
(pb-1) 
20.7 
19.7 
18.2 
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make no difference.) In the second term, K reflects residual gain variations 

not removed by the calibration procedure. For example, the finite number 

(100-200) of electrons used to set the tower-by-tower gain would cause a 0.8% 

constant term. Imperfections in the time-dependent or position-dependent 

calibration, or a slight difference from the 13.5% in the stochastic term would 

be absorbed into the constant term. 

The constant term is extracted from the observed width of the Z ~ 

ee peak. The main contributions to this width are the intrinsif width of the 

Z, 2.489 GeV [32), radiative decays (Z ~ ee1), and the smearing due to 

CEM resolution. The fractional RMS of the peak in the interval 81 < Mee < 

101 GeV /c2 is (3.48±0.18)%. Lineshapes of Z ~ ee including the above effects 

and an event simulation similar to that used for the W events in Chapter 6 

are generated for different assumed constant terms. Comparing to the data 

indicates that the best constant term to use in Equation 4.1 is 

K = (L2!~:n%. (4.2) 

A consistency check may be made by examining the width of the 

spectrum of the ratio of E/p for the electrons in the W ~ ev sample. The main 

contributions to the width of the E/p peak are the CEM energy resolution, 

the momentum CTC resolution and the spreading due to bremsstrahlung by 

the electrons. The sigma/mean of the E/p peak fit to a Gaussian over the 

interval 0.9 < E/p < 1.1 is (4.30 ± 0.05)%. Removing the spreading due 

to bremsstrahlung, the sigma/mean is (4.03 ± 0.05)%. Using Equations 3.1 

and 4.1 and that the < E!j. > of these electrons is 38.2 GeV indicates that 

the constant term is (1.l~tD%, which agrees extremely well with the number 
t 

obtained from the Z ~ ee data .. Note that this method is only used as a 

check, since it treats all electrons as if of the same transverse energy. Also, it 
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is possible that there are unknown systematic errors which cancel when taking 

the ratio of electron energy to momentum, E / p, so the extracted constant 

term would be erroneously low. 

One can also estimate the value of the constant term from "first 

principles." Since only 100-200 inclusive el~ctrons were available to set the 

gain in each tower for each half of the run and the RMS of E / p for the inclusive 

electrons is 9%, the constant term should be at least 0.8%, or slightly larger 

due to imperfections in the calibration procedure, such as the mapping, time 

dependence and polar-angle dependence of leakage. 

Thus the number used for the constant term by using the width of 

the Z _... ee peak is in good agreement with the central value obtained from 

the estimate using the widths of the E/p distribution and the Z _... µµpeak 

as well as with a direct estimate from the calibration procedure. 

4.6 CEM Scale Calibration 

To determine the CEM energy scale using these data, a thorough 

understanding of the electron E and p measurements up to the arbitrary nor­

malization for 1E is necessary. The ratio of electron energy to momentum, E/p, 

for electrons in the W sample is shown in Figures 4.5 through 4. 7. The long 

tail on the high side of the distribution is due to bremsstrahlung from the elec­

tron. The electron may lose energy to photons either as it is created from the 

W decay (internal bremsstrahlung) or as it passes through the ( 8. 9 ± 1.1) % X 0 

· (on average) of material before entering the CTC (external bremsstrahlung). 

Since the associated photons are usually collinear with the electron, they often 

hit the same calorimeter tower as the electron so that the CEM response is 

relatively unaffected by the bremsstrahlung process. In either case, the elec-
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tron momentum, p, is lower than the calorimeter measurement, E, producing 

the long tail in E / p. 

The modeling of the E/p spectrum uses the same production mec}:t- -'~ 

anism and modeling of the measurement of the recoil as the W simulation 

described in Chapters 5 and 6. This radiative simulation also includes the 

contribution from the three-body W decay matrix element for W --+ ev"{ cal­

culated by Berends and Kleisa (33] and implemented by R. G. Wagner (34]. 

The simulated electrons and photons are stepped through the.,inner material 

where the processes of electron bremsstrahlung and photon conversion a.a de­

scribed by Tsai (35] are included. The electron and its associated photons are 

propagated to the calorimeter where the formation of electromagnetic clusters 

is simulated. 

The simulation of the shape of the E/p distribution requires knowl­

edge of the amount of material traversed by the electrons before entering the 

~TC, since the low-energy bremsstrahlung shifts the peak of E/p. The mate­

rial was tabulated from a direct accounting of all matter installed between the 

colliding beams and the CTC [36). The material traversed by every electron in 

the W sample from its origin to the middle of the CTC is extracted from this 

database a.nd is predicted to have a mean of 6.4% Xo as shown in Figure 4.4. 

Since the W data themselves are used to extra.ct the material, the average ra­

diation length is scaled up by a. small amount, 0.4%, to correct for a selection 

bias against going through larger· amounts of material incurred by the electron 

PT cut. The amount of material used in the simulation is measured from the 

size of the E/p tail relative to the peak which effectively counts the number 

of hard bremsstrahlung events. The value of 

number of events with 1.3 < E/p < 2.0 
number of events with 0.8 < E/p < 1.2 

(4.3) 
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Figure 4.4: Upper: Amount of material traversed by each electron in the W 
~ample up to the middle of the tracking volume as predicted by the direct 
accounting. Lower: Variation of < E/p > in the data and simulation after 
scaling material. The mean of< E/p >is taken in the interval from 0.8 to 1.2 
for this plot since this window makes the mean more sensitive to the amount 
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Effect Uncertainty Uncertainty 
(on~) (%Xo) 

Statistics 0.10 0.6 
Backgrounds 0.03 0.2 
Resolution 0.09 0.6 
Window definitions 0.10 0.6 
Total Uncertainty 0.17 1.1% 

Table 4.3: Uncertainties in measuring the amount of material inside the track­
ing volume. The scale factor, e, is a factor multiplying the ma.tetial extracted 
from the database. 

is measured to be 470/4686. For the simulation to reproduce this tail, the 

accounting of the material must be increased by a sea.le factor, e, of 1.40±0.17. 

The sources of the uncertainty on this number are summarized in Table 4.3. 

The 0.10 (0.6% Xo) statistical uncertainty is due to the finite number of events 

i~ the tail. A 0.03 (0.3% Xo) uncertainty is a conservative limit on the effect 

of backgrounds in the sample, which is measured by adding cuts on the r - z 

shower profile shape and matching to the electron track. The shift is consistent 

with half the non·electron background (estimated in Chapter 7) lying in the tail 

of E/p. The 0.09 (0.6% Xo) uncertainty due to "resolutions" is the variation 

seen on the material estimation from varying the resolutions coherently within 

their l<T bounds. An additional uncertainty of 0.10 (0.6% Xo) is taken to 

account for variations as the window definitions for the "peak" and "tail" are 

changed. This is comparable to the statistical uncertainty and is probably 

double counting, but is taken to be conservative. {Note that this is not the 

same as the uncertainty ta.ken later on the energy scale for "fitting" where 

the window for the fit is varied.) For estimating systematic uncertainties on 

the scale from the material, the uncertainty on e is taken as 0.17. Thus, 

/~ 
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the average amount of material traversed by electrons from W decay before 

entering the tracking volume is (8.9 ± 1.1)% X0 , compared to the result from 

direct accounting of 6.43 X0 • An additional uncertainty of order 0.7% X0 

should be included in this comparison corresponding to not knowing a.t what 

radius in the CTC to stop counting materi,:aJ; this uncertainty does not apply 

to the amount of material used in the simulation since it is measured using 

the tail of the E / p distribution. This discrepancy was of some concern, but 

subsequent studies of the amount of material using photon conversions are all 

in agreement with the measured amount of material using the tail of E/p and 

inconsistent with the number from the direct accounting [37]. 

The factor e appears independent of the electron's azimuthal or polar 

location, vertex position, time, and location of shower in local CEM tower co· 

ordinates. The relative distribution of material is seen to be essentially correct 

by comparing the value of < E / p > versus the amount of material supposedly 

traversed by the electron in the data to that of the simulation, as shown in 

Figure 4.4. Note that even if the material distribution in Figure 4.4 had been 

replaced by a single-valued function with the same mean, the fitted energy 

scale and calculated amount of material would have changed only negligibly. 

On~ ma.y also look for anomalous behaviour of the required amount of 

material for different ranges of electron ET. A significant disagreement could 

indicate a problem with inadequate modelling of the electron ET spectrum, the 

bremsstrahlung process, the PT cut, the energy dependence of the resolutions 

or an unexpected energy dependence of the electron identification criteria. As 

, shown in Table 4.6, the simulation predicts a slight rise in the number of events 

in the tail relative to the peak as electron ET increases, mostly due to the PT 

cut. There is no statistically significant pattern of disagreement in the data.. 

The simulation produces Jineshapes of the E/p spectrum between 



Range 
(MeV) 

25 ~ET< 30 
30::; ET< 35 
35 <ET< 40 
40 <ET< 45 
45::; ET< 50 
50 <ET< 55 

tail/peak 

9/88 
119/1057 
226/2275 
99/1184 
32/249 
9/69 

ratio (data) 
(%) 

10.2 ± 3.4 
11.3 ± 1.0 
9.9 ± 0.7 
8.4 ± 0.8 
12.9 ± 2.3 
13.0 ± 4.3 

ratio (simulation) 
(%) 

10.3 ± 0.8 
9.8 ± 0.2 
10.1 ± 0.2 
10.4 ± 0.2 
11.1±0.5 
12.1 ± 1.2 
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Table 4.4: Energy dependence of the size of the "tail" of the E / p spectrum 
relative to its peak. ~ 

0.9 and 1.1 for a. range of effective CEM scales and tracking resolutions. The 

mechanics of this fitter are the same as the W transverse mass fitter with the 

W mass and width left floating, described in detail in Chapter 8. The CEM 

scale is set so that the result of the fit to the reconstructed data is the nominal 

CEM scale. The best-fit tracking curvature resolution floats to 

6C C = 0.00079 ± 0.00002 (stat.)± 0.00012 (syst.), ( 4.4) 

which agrees well with that obtained from the observed width of the Z .-. µµ 

peak of 0.00084 ± 0.00009. (See Equation 3.1.) The sources of the systematic 

uncertainties are 0.00002 from the uncertainty on the material scaling factor, 

e, 0.00010 from the electron resolution, and 0.00006 from doubling the size 

of the fit region to 0.8 < E/p < 1.2. This confirms that the measured CEM 

and CTC resolutions are either adequate or that they, a.re wrong in such a way 

as to exactly compensate in the ratio. The best fit for the EI p spectrum is 

shown for various ranges and types of sea.le in Figures 4.5 to 4. 7. The poor 

agreement in the tail of E / p in Figure 4. 7 may be due to the effect of the 

missing material distribution on the electron PT cut. A range of windows for 
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·Figure 4.5: Upper: E/p for electrons in the W sample on a linear scale. Lower: 
Logarithmic scale. The points are the electron data. and the histogram is the 
best-fit simulation .. 
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Material Scale Energy Sctale Track Resolution 
(e) (%~ (%) 
1.00 99.80 ± 0.01 0.0773 ... 
1.20 99.91±0.01 0.0793 
1.40 100.01 ± 0.01 0.0803 nominal 
1.60 100.10 ± 0.01 0.0815 
1.80 100.16 ± 0.01 0.0820 

Table 4.5: Variation of the fitted energy scale and track resolution as the 
material scaling factor is changed from the simulation. The Jll)minal energy 
scale for this study was 100.00% with a track resolution of 0.08%. 

the tail are used and the variation, although marginally statistically significant 

(2 O' ), is taken as a systematic uncertainty on the material determination. 

The contributions of systematic uncertainties on the amount of ma­

terial, the electron resolution, and other effects on the CEM scale uncertainty 

and estimated CTC resolution are investigated by fitting artificial data, with 

an an effect modified, to the nominal lineshape and recording the shift. The 

results of this study for the amount of material are shown in Table 4.5. Taking 

the 0.17 uncertainty on the scaling factor, (, ( 1.1 % X0 ), an uncertainty on the 

energy scale of 0.09% is measured. A similar study for the constant term 

parametrizing the electron resolution is summarized in Table 4.6 and seen 

to contribute a 0.08% uncertainty on the CEM scale. Since the smearing of 

E/p accomplished by the tracking and electron resolutions does not have the 

same functional form, the fractional RMS is not expected to be a constant. 

Note that the fractional RMS (in the interval 0.9 < E/p < 1.1) in the data, 

(4.00 ± 0.04)%, agrees remarkably well with the prediction of (4.01±0.01)%, 

showing that the resolution functions are appropriate. This data point com­

pared to Table 4.6 shows that the uncertainty taken on the constant term is 

~ 
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Constant Term Energy Scale Tra.ck Resolution RMS 
{%} (%l (%} (%) 
0.2 99.94 ± 0.01 0.072 3.75 ± 0.02 
0.7 99.95 ±0.01 0.075 3.88 ± 0.02 
1.2 99.99 ± 0.01 0.079 4.01±0.01 nominal 
1.7 100.02 ± 0.01 0.08p 4.14 ± 0.02 
2.2 100.03 ± 0.01 0.091 4.39 ± 0.02 
2.7 100.10 ± 0.01 0.098 4.60 ± 0.02 

Table 4.6: Variation of the fitted energy scale and track resolution as the 
constant term parameterizing the electron resolution is changed from the value 
in the simulation. The fractional RMS of E/p in the fit range is shown for the 
listed set of parameters. The nominal energy scale was 100.00% with a track 
resolution of 0.08%. 

Effect 

Statistics in E / p peak 
Material 
Electron resolution 
Backgrounds 
Fitting 
Total 

Uncertainty 
{%) 
0.08 
0.08 
0.08 
0.04 
0.06 
0.16 

D.Mw 
(MeV /c2

) 

65 
65 
65 
30 
50 
125 

Table 4.7: Uncertainties in setting the CEM energy scale from the CTC mo­
mentum scale. 

conservative. A 0.06% shift is seen as the fit window is doubled; this is conser­

vatively taken as an additional systematic uncertainty due to fitting. Table 4. 7 

· summarizes the systematic uncertainties in setting the CEM scale estimated in 

this section and Chapter 3. The uncertainties due to deriving the CEM energy 

sea.le from the CTC momentum scale are 65 MeV /c2 from the finite statistics 

in the E/p pea.k, 60 MeV /c2 from the material measurement, 65 MeV /c2 from 
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the electron resolution, 30 Me V / c2 which is the shift from the ba.ckgrounds 

other than W-+ Tll -+ e1111v (See Chapter 7.), a.nd 50 MeV /c2 from the shift 

due to doubling the size of the fit window. Including the uncertainties on th~ 

absolute momentum of the CTC, the total scale uncertainty is 130 MeV /c2 

(150 MeV /c2 at the Z mass). 

4. 7 CEM Non-Linearity 

The following section describes a check of the CEM scale calibration 

using a. measurement of the Z -+ ee mass. The non-linearity is defined as 

the change in the CEM calibration as the < ET > of the electrons increases. 

One must mea"8ure CEM non-linearity only for using the mea.Burement of the 

Z mass as a. check. Since the calibration was made with W electrons, and the 

electrons from Z events have larger average transverse energies, a non-linearity 

would affect the Z ma.Ba measurement. Since the E / p measurement strongly 

correlates with the ET measurement, on cannot just plot < E/p > versus ET. 

The CEM non-linearity is iµeasured by comparing the E/p ratio as a function 

of electron ET in W -+ ev data to the simulation which includes the best 

knowledge of the resolutions on E, p, and the ET spectrum of the electrons. 

Because the CEM response is assumed to be linear in the simulation, a.n ET 

dependence in the residua.ls of the data and simulation is a measurement of 

the CEM non~linearity. ' 

The radiative simulation is employed to search for a non-linearity in 

the CEM energy response. Unlike the variation of the CEM response with 

respect to energy-independent variables such as shower position, the response 

with respect to energy will be biased by the resolutions. However, since the 

detector resolutions are included in the radiative s~mulation, the difference 

,& 
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between the energy responses with respect to electron transverse energy in the 

data. and simulation reflects the non-linearity. Figure 4.8 shows the strong 

dependence of E/p on electron ET both in the data. and simulation where 

the mean has been ta.ken over the interval 0.9 < E/p < 1.1. The residuals, 

obtained by dividing the two curves and suptracting 1.0, are also shown fit 

to a line. This correction is not applied to the W data since the energy 

scale derives from the same events a.a used to fit the W mass. However, the 

correction is applied to the fitted Z mass which is measured as a check on 

the energy normalization. In the W calibration data., < Ef >=38.2 GeV and 

in the Z --+ ee data, < J E~:1 Eff >=42.8 GeV. The slope of the residuals in 

Figure 4.8 is (0.00050 ::!:: 0.00022 ± 0.00043) Gev-1, where the first uncertainty 

is statistical and the second results from varying the resolutions within their 

lu bounds. 

Thus the Z mass measured in the following subsection is corrected 

for a non-linearity of the CEM energy response by -210 ± 200 MeV /c2• The 

difference between< Ef. > in the E/p fit region and the< Er >for the entire 

W mass fitting sample is 0.12 GeV, so the contribution of CEM non-linearity 

on the W mass measurement is smaller than 5 Me V / c2• 

4.8 Z -+ ee Mass 

The data are fit to lineshapes made at different Z masses using the 

same fitting machinery used to fit the E/p peak and also used to fit the trans­

verse mass spectrum in Chapter 8, where it is fully described. The fit range is 

dielectron masses between 81 and 101 GeV /c2 • The modeling of the produc~ 

tion and measurement of Z bosons is similar to that for W bosons described 

in Chapter 6. The Z simulation includes a Z + Drell-Yan matrix element and 
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Figure 4.8: Upper: Variation of the mean of E/p with electron transverse en­
ergy in the data and radiative simulation. Lower: Data minus the simulation. 



Effect 

Statistics 
CEM constant term 
Structure function choice 
Non-linearity 
Backgrounds 
Fitting 
Scale 
Total 

6.Mze 
(MeV /c2) 

190 
negligible 
negligible 

200 
10 
5 

150 
310 
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Table 4.8: Uncertainties in measuring the Z mass. Uncertainties less than 
5 MeV /c2 are considered negligible. 

includes a parameterization of the radiative decay, Z ~ ee;, aa described by 

Berends and Kleiss [33) and implemented by R. G. Wagner [34). The mass shift 

from including the Drell-Yan term is negligible; including radiative decays in 

the templates shifts the mass by 140 MeV /c2• 

A summary of the uncertainties in measuring the Z mass is shown in 

Table 4.8. The mass is determined with a statistical precision of 190 MeV /c2. 

Using the same technique as used to measure systematic uncertainties in the 

scale measufement, no significant dependence on the Z mass is seen on the 

choice of the electron constant term within its lc:r bounds. Similarly, no sig­

nificant dependence is seen on the structure function choice. As described in 

the previous subsection, the fitted Z mass is lowered by 210 ± 200 MeV /c2 

to account for the calorimeter non-linearity in transferring the scale measured 

, for W electrons to Z electrons. The background rate due to "QCD," i.e., 

events due to jets faking electrons or electrons from heavy-flavor, is estimated 

in the same way as done for the .W sample in Chapter 7 to be fewer than 

0.3 events. Similarly, Z -. rT decays add fewer than 0.1 events. If 0.4 events 
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were in the sample, the worst-case background shape would shift the mass by 

10 MeV /c2 , which is taken as an uncertainty due to backgrounds. Due to the 

finite statistics used in the lineshapes for fitting, an uncertainty of 5 MeV /c2
• 

is incurred. The 0.16% uncertainty in setting the energy scale corresponds to 

the 150 MeV /c'J uncertainty at the Z mass. 

Accounting for the final energy scale measurement being 0.02% dif­

ferent from that used for reconstruction, the measured Z mass using electrons 

is 

90760±190 (stat.) ± 250 (syst.) MeV/c2
• (4.5) 

This is 1.4 standard deviations from the LEP value of of 91187±7 MeV /c2 (32]. 

The large uncertainty demonstrates that it is preferable not to normalize the 

W mass measurement to the Z mass. The data and best fit are shown in 

Figure 4.9. 

One may compare the Z mass measured from data before and after 

t}_le Janua.ry access using separate determinations of the scale from E/p. The 

before-after shift in the Z mass is +900±420 MeV /c2• However, the corre­

sponding shift in the W data, where the sensitivity to a shift is greater (since 

there is more statistical power and most systematic uncertainties cancel in the 

comparison), is found to be only +70±340 MeV /c2• 

4.9 Summary 

This chapter described how the W electrons are reconstructed and 

their energy response calibrated. The W ---> ev and Z ---+ ee data samples 

used in the analysis a.re described. The resolution of the CEM electron energy 

measurement WM studied and a value for the constant term in Equation 4.1 of 

K = (1.2~~:~)% was measured, in good agreement with other estimates. The 
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CEM scale was determined with an overall uncertainty of 130 MeV /c2 at the 

W mass. A CEM calorimeter non-linearity of -210 ± 200 MeV /c2 at the Z 

mass relative to the W mass was measured. As a check, the extracted mass.."' .... 

of the Z, 90760 ± 310 MeV /c2 was compared to the precisely mea.sured value 

from LEP, 91187 ± 7 MeV/c2• 

• 



Chapter 5 

RECOIL MEASUREMENT 

As discussed in Chapter 2, the only measured quantities relevant to 

the W mass measurement are the transverse momenta of the electron and 

the recoiling hadrons. The preceding chapters described the electron energy 

and momentum measurements in detail; this chapter describes how the recoil is 

reconstructed, including the corrections applied to avoid biasing the transverse 

mass measurement. 

5.1 Recoil Reconstruction 

The CDF detector is instrumented with sampling calorimetry used 

over the range 1111 < 3.6 [20]. Each detector consists of an electromagnetic 

detector in front of a hadronic detector. Detector energy thresholds are set 

above the RMS spread of the noise characteristic of each detector, ranging 

from 100 Me V for the central detectors to 800 Me V for the forward hadronic 

detectors. The detectors are segmented into towers each covering a range of 

...., 0.1 x 15° in 'T/ - </> space in the central region and ,...., 0.1 x 5° in the "plug" 

and "forward" detectors. A full description of the coverage and segmentation 

61 



62 

of all the calorimetry subsystems may be found in Table 3 of Reference (13]. 

The energy in each tower is converted to a transverse energy using: 

(5.1) 

where Etower is the energy measured in the tower and () is the polar angle 

between the beamline and the vector pointing from the W event vertex to the 

center of the cell. The nominal W event vertex is the closest well-reconstructed 

vertex to the extrapolation of the electron track back to the beamline. 

The nominal energy scale of each detector was transferred from test­

beam electrons and pions. The calibrated response is essentially that for 

50 GeV /c beams. For this measurement, an absolute recoil energy calibra­

tion is achieved by balancing momentum in Z -. ee events using the event 

modeling technique described in Chapter 6. 

To study the modeling of W production and the measurement of the 

recoil, the recoil transverse energy vector, u, is conveniently decomposed into 

its components, 'U// and U..t., where u11 is the component of the recoil parallel 

to the electron's azimuthal direction and tti. is perpendicular to it. As evident 

from Equation 2.3, care must be taken not to bias the component of the recoil 

parallel to the"' electron direction, u;;, because that would systematically shift 

the transverse mass measurements. Several effects are investigated: systematic 

shifts from leakage of the electron shower into neighboring towers, soft particles 

from the recoil hitting the same towers as the electron cluster without causing 

it to fail the electron identification cuts, and biases in < u11 > due to the 

electron identification cuts. 

The bias due to excising the electron from the event may be esti· 

mated. The recoil energy flow near the electron and the energy leakage are 

measured by looking at the towers adjacent in azimuth to the electron cluster. 
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The measured energy should be the sum of two contributions: the hadronic 

recoil and leakage or bremsstrahlung from the electron [38]. Figure 5.1 shows 

that measuring the average energy of these towers as a function of the po- . 

sition of the electron shower resolves the two contributions. Consequent ly, 

whenever the electron shower is within 10 cm of an azimuthal boundary, the 

corresponding adjacent towers are removed from the recoil measurement. The 

two or three towers defining the electron cluster are always removed. The 

baseline transverse energy, 30 Me V per tower, is added back il).to every W 

event to offset this systematic effect. The uncertainty on the measurement 

of the underlying event energy excised with the electron is 2 MeV /tower for 

an average uncertainty of 9 MeV on < u;; > since an average event has 4.5 

towers removed. Since Mw ~ 1.1 x Mjr, an uncertainty on the W mass of 

10 Me V / c2 due to electron removal is taken. 

The bias due to elect ron identification cuts on < u; I > may be esti­

mated. If the W decays such that the electron travels in the same direction as 

the recoil, there is greater opportunity for the particles in the recoil to cause 

the electron identification to fail. Quadrupling the size of the track isolation 

cone around the electron indicates that the cut produces a -44 MeV bias on 

< u;; > ; however, the corresponding shift in the W Mass is 0 ± 15 MeV /c2
• 

The electromagnetic fraction cut has been measured in the testbeam as well 

as estimated from detector simulations [39] to be better than 99.5% efficient. 

Tightening this cut to 0.070 from the nominal 0.100 causes an additional 1 % 

(twice as much) of the sample to be lost and shows a +3 MeV shift on< u11 >, 

and a +20 ± 10 MeV /c2 shift of the W mass. These shifts should be taken 

a.s upper bounds since the efficiency of the electromagnetic fraction cut is a 

lower bound. Although these shifts, and that in the previous para.graph, are 



• 

~ 3000 :::? 
LO 2500 N 

' Cl) 2000 ~ 

c: 
4' 1500 > w 

1000 

500 

0 0 

>200 

~ 175 

__..150 
/\ 
~ 125 • CD 

~ 100 

'75 w v 50 

200 400 

x2/dof=9/9 
Mean= 31 ±2 MeV/c2 

64 

·7 overflows 

600 800 1000 
<Er/tower> (MeV) 

+ 
+ 

+ 
+ +-.-· 

---25 r:-+ ......... ~~=-=~---=:-=1~e--=--e....-.~ 

0 0 2 4 6 8 10 12 14 16 18 

shower position in neighbor tower (cm) 

1 Figure 5.1: Upper: Distribution of average energy per tower adjacent to elec­
tron cluster in azimuth. Lower: Average energy fl.ow in towers adjacent in 
azimuth to the electron cluster (neighbor tower) as a function of the electron 
shower position. · 



65 

only marginally statistically significant, 20 Me V will be taken as a systematic 

uncertainty due to electron identification and removal. 

5.2 Recoil Distributions 

The widths of the u.L and U// distributions respectively constrain 

and check the W PT spectrum used in the simulation. The distribution of the 

absolute value of the vector u for the W data is shown in Fi~ure 5.2. The 

distributions of the components, u11 and u.L are shown in Figures 5.3 and 5.4. 

The simulation is superimposed. Note that the agreement is good even though 

the distributions have a shape different from a simple Gaussian. The simu­

lation described in Chapter 6 predicts an offset in < u11 > of -483 MeV /c2
• 

This is in excellent agreement with the measurement of -473±70±45 MeV /c2, 

where the first uncertainty is statistical and the second uncertainty is the limit 

placed on systematic bias in the preceeding section. Additional demonstra­

tions of the model's ability to simulate the behavior of the recoil measurement 

are shown in the following chapter, after the event simulation is described. 

5.3 Summary 

The reconstruction algorithm of the recoil transverse energy and thus 

neutrino transverse energy has been described. The electron identification and 

removal could cause biases in the average of the U// distribution. An offset of 

-483 MeV is predicted and -473±80 MeV is observed. Electron identification 

and removal contributes an uncertainty of 20 MeV /c2 on the HI mass. 
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Chapter 6 

, 

EVENT MODELING 

To predict the shape of the transverse mass spectrum for a particular 

W mass, a model of W production and decay must be assumed. Since the 

modeling of the W production and the modeling of the recoil are so closely 

linked in this analysis, they are described together in this chapter. The chapter 

begins with how the analysis attempts to circumvent at the outset the exper­

imental and theoretical difficulties related to W production by exploiting the 

t ransverse mass. The following section describes the details of the simulation 

of W production. The matching of the detector response to the W recoil fol­

lows. The performance of the model is investigated using the most relevant 

variables: Ef, Ef, u;;, UJ., lul, and M,p'. The next section provides estimates 

of the contributions to the systematic uncertainty. The last section presents 

a study of several effects on the W: mass using higher-order W production 

models. 

69 
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6.1 Why Transverse Mass is Used 

While the properties of W decay are well-described by the Standard 

Model, an accurate description of W production is problematic for two rea­

sons. First, the z-component of the recoil momentum cannot be measured, 

so the invariant mass of the W cannot be reconstructed on an event-by-event 

basis. Second, the contributions of initial state radiation and higher-order 

QCD processes are difficult to calculate or measure. The first contribution 

contributes mostly an uncertainty on the z-component of the W momentum, 

p";; the second yields an uncertainty also on its transverse components, P:. 
Using the transverse mass reduces the effects of both uncertainties. Since only 

components transverse to the beamline a.re used, p_!V does not enter directly, 

but enters primarily as an acceptance uncertainty a.rising from the experimen­

tal constraint that electrons hit the central detector region. It is the purpose 

of the transverse mass defined in Equation 2.1 to be invariant to p':f boosts to 

first order, so uncertainties on the transverse momentum spectrum with which 

the W are produced enter through mis-measurements of the W recoil, u, and 

to a lesser extent through acceptance effects. 

6.2 W Production Model 

The simulation is based on a leading-order W generator [40] which 

simulates the W events using the MRSD-' parton distribution functions. The 

simulated W is boosted in the center-of-ma.as frame of the quark-antiquark 

pair producing the W with a transverse momentum spectrum derived from 

the Z -+ ee data. The PT spectrum of Z -+ ee events is theoretically expected 

to be similar to the W PT spectrum (41]. Nevertheless, the equality of the 
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Wand Z transverse momentum spectra is not assumed, but rather the Z PT 

spectrum is only used as an initial guess for the W 'PT spectrum. The actual 

shape of the PT spectrum of the events in the sample is constrained by the HI 

data themselves. The electron resolution and acceptance are the same as used 

for the simulations in Chapter 4. The MRSD-' structure functions are chosen 

as the nominal set since they most closely describe the observed W decay 

charge asymmetry at CDF [25) which is sensitive to the proton structure [42]. 

To use the W data to constrain the p':f spectrum from which the 

events should be generated, it is first necessary to understand the measurement 

of the W recoil. The distribution of the recoiling particles and the detector 

response to them are difficult to model or measure at the requisite precision. 

Fortunately, Z bosons are produced at the Tevatron with PT spectra similar 

to that of lV bosons. Using the facts that both electrons in Z ~ ee events are 

detected and that the electron energies are measured with better resolution 

than the recoil allows the response of the detector to the range of recoils to 

be calibrated. Specifically, when the W simulation generates a W with a 

particular transverse momentum, the recoil u measured from a Z ~ ee event 

with the same transverse momentum is inserted as the underlying event. Only 

Z events with a central electron are used, while the second electron may be 

detected within the region 1111 ::::; 3.6. The advantage of this technique is that 

only the W 'PT spectrum remains to be tuned to the data; the detector response 

to the recoil is not tunable. Small imperfections in the recoil modeling due to, 

for example, the finite Z statistics or the smearing of the Z PT measurement 

from electrons would be largely compensated by the P¥ tuning. Figure 6.1 

shows a scatter plot of lul versus PT measured with the electrons in the Z -r ee 

events used in this technique. 

For demonstration purposes, it is interesting to see the variation of 
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Figure 6.1: Scatter of lul versus PT measured with the Z __. ee events. 
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lul with PT along an axis where the measurement error due to the electrons is 

minimized, i.e., the perpendicular bisector of the two electrons. A scatter plot 

of the projections of u versus p~ along this axis, i.e., u 11 versus p,,, is shown 

in Figure 6.2. Note that the two worst outliers in Figure 6.1 are also the two 

worst outliers in Figure 6.2, indicating that it is the recoil measurement, not 

the lepton energy measurement which is causing the deviation. These events 

and even the next worse outlier are all in the tail of the z-vertex distribution 

where the recoil measurement is expected to be worse since there are larger 

cracks into which recoiling hadrons can escape undetected. Thus, the method 

of inserting underlying events from Z --+ ee data reproduces significant, but 

rare, deviations, which would be difficult using a parameterization. 

Figures 6.1 and 6.2 show that the u vector was under-reconstructed. 

This deliberate under-reconstruction of the underlying energy produces the 

best resolution on the W mass. In the following section, a demonstration is 

given to show that the change in scale does not introduce additional systematic 

error on the W mass. 

6.3 Constraints and Performance of Model 

The width of the ui. distribution, 5.28 ± 0.05 GeV /c2
, is used to 

constrain the shape of the pJf spectrum given to W events in the simulation. 

The width of the tt I I distribution, 5.36 ±0.05 Ge V / c2 , serves as a check since it 

is potentially subject to other systematic bias. An unsmearing of the observed 

Z -+ ee PT spectrum, where the same cuts on the topology of the energy flow 

in the event are placed on the Z events as on W events, is used as the nominal 

spectrum and shown in Figure 6.3. 'fable 6.1 shows how the widths of the u11 

and U.L distributions predicted by the simulat ion change as the assumed pJf 
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r RMS(u;;) RMS(u.i) ~Mw ~rw 
{MeV) (MeV} {MeV Lc2

} {MeV~ 
1.08 5.23 5.14 -30 ± 19 -322 ± 46 
1.10 5.28 5.18 -7± 19 -206 ± 59 
1.11 5.32 5.21 -2± 19 -170 ± 51 
1.12 5.38 5.28 -1±19 -44 ±54 nominal 
1.13 5.42 5.32 +22±19 -30 ±52 
1.14 5.47 5.38 +31±19 +so± 49 
1.16 5.53 5.43 +69±19 +150 ± 34 

Table 6.1: Variation of the RMS of u;; and UJ., and systematic mass and width 
shifts with the sea.le factor on p"!J, r, used in the W --+ ev simulation. The 
mass shift is for a fixed-width fit. The width shift is for a fit with both the 
mass and width floating. 

spectrum is sea.led by a factor r in the W --+ e11 simulation. The corresponding 

mass shift for having other than the nominal distribution is obtained by fitting 

simulated data with a. different r factor to spectra gem/rated in the nominal 

way. The "lcr" values on the RMS of 'UJ. applied to this table show that 

the scale factor is determined to be 1.120 ± 0.014, which corresponds to an 

uncertainty on the W mass of 20 Me V / c2
• The corresponding uncertainty on 

the W width measurement is 120 MeV. 

In case one is concerned by the factor r = 1.120 ± 0.014 being greater 

than unity, one must first note that it cannot be directly interpreted as the 

true ratio between the mean W and Z PT· To give such a natural meaning 

to the ratio, several other experimental uncertainties are incurred. The finite 

Z statistics in the pf spectrum would contribute an uncertainty of 2.5% to 

the scale factor, so interpreted. Second, although care was taken to make 

the selection criteria as close as possible, several differences lead to additional 

sources of uncertainty: The Z data were required to pass a track isolation 
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requirement on both legs; changing the cut to one legs shifts < P¥ > by 

+2.0%. The jet cut is made at 30 GeV for both samples; had the jet cut been 

scaled by the boson mass ratio, there would be a shift of +2.5%. The "first" 

electron had a PT cut applied at 15 GeV /c; scaling the PT cut to 17 GeV /c 

for the Z electrons which have higher < Er> scales < p~ > by +4.0%. The 

unsmearing of the pf spectrum shifted < pf. > by +2.5% which sets the scale of 

the corresponding uncertainty. The Z data were selected with one leg passing 

an isolation requirement. The effect of this cut is investigated by requiring .. 
both legs to be isolated; no shift is seen. Combining these uncertainties in 

quadrature yields a ratio of 1.120 ± 0.053. Second, combining published data 

from CDF on the PT spectra of the W and Z bosons [43],[44) with a p1,f 1z 

cutoff at 20-30 GeV /c, yields a ratio of 1.2-1.3. (With no p1,f /Z cutoff, the 

value becomes 0.8) 

In addition to scaling the p":f spectrum, a study is performed where 

the p":f spectrum is skewed keeping its mean constant using 

p':{(skewed) = 9.1 GeV/c + s x (p':{ - 9.1 GeV/c), (6.1) 

wheres is the skew parameter. If p":f is skewed to a value below zero, it is set to 

zero. The range of parameters is bounded by the RMS of the U.L distribution 

with lul < 10 GeV to within 4% of no skew. As a check, the truncated RMS 

of u11 behaves as expected as the skew is added. The truncation .is performed 

to be sensitive to a. different part of the u spectrum tha.n that used to tune the 

scaling of the p':f spectrum. Perhaps coincidently, the data coincide with no 

skew needing to be added, with the truncated RMS values of u11 a.nd u.i being 

3.67 ± 0.04 GeV and 3.69 ± 0.04 GeV, respectively. Note that it was verified 

that the skewing algorithm does no~ contribute to a significant scaling of the 

PT spectrum; so this uncertainty on s is independent of the uncertainty taken 
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s RMS(u11) RMS(u.L) AMw Af w 
{MeV~ (MeV) ~MeV /c2

) (MeV~ 
1.20 3.44 3.44 -127 ± 14 -310 ± 40 
1.10 3.56 3.56 -25 ± 14 0 ±40 
1.00 3.67 3.69 -1±19 -44 ± 54 nominal 
0.90 3.78 3.77 +52±14 +30 ± 30 
0.80 3.89 3.88 +78±14 +20 ± 30 

Table 6.2: Variation of the RMS of Uf f and UJ., and systematic mass shift with 
the skew parameter, s, used in the W-+ ev simulation. A one-sigma variation 
on s covers the range 0.96 - 1.04. The mass shifts are for a fixed-width fit. 
The width shifts are for a fit with both the mass and width floating. 

for the tuning of the p":f scale factor, r. Table 6.2 indicates that a systematic 

uncertainty of 20 Me V / c2 on the W mass and 50 Me V / c2 on the W width 

should be taken to account for skewing of the input PT spectrum. 

Other uncertainties accrue from using the Z -+ ee events to calibrate 

the detector response to the W recoil. These are distinguished from the un· 

certainties due to the scaling and skewing of the input p":f spectrum in the 

simulation. Two uncertainties on the recoil modeling are identified and inves­

tigated. First, the effect of statistical fluctuations arising from the finite size 

of the Z sample, 558 events1, is investigated by generating artificial data with 

one-fourth of the Z events. Assuming the uncertainty scales as the square root 

of the number of Z calibration events, the calculated uncertainty on the W 

mass is 50 ± 20 MeV /c2
• Second, the effect of the energy smearing of the elec­

trons on the Z PT is investigated by adding an additional electron smearing to 

each electron in the measurement. After correcting for the additional spread­

ing of UJ. caused by the p~ smearing (which corresponds to a small change 

of r from 1.12 to 1.10), the returned value is shifted by -35 ± 15 MeV / c2
, 

lThis is greater than the 544 events in Table 4.2 since the cut on lul is removed. 
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which is taken as the corresponding uncertainty. Note' that the real difference 

would probably be smaller since the unsmearing of the input p"!f iipectrum 

would have accounted for this extra lepton smearing. T his uncertainty is also 

probably a double-counting since an uncertainty is also already included for 

the skew of the input p"!f, and so is conservative. The combination of these two 

effects, finite number of Z events and the smearing of the P¥ measurement by 

the electron measurement, was independently investigated by remaking many 

W and Z datasets of the same size as used in this analysis witp HERWIG (45] 

and a general-purpose detector simulation and looking at the spread in fitted 

W masses. The observed spread in masses, 40 ± 10 MeV /c2 agrees well with 

this result of 60 ± 25 MeV /c2 for the recoil modeling uncertainty and perhaps 

even shows it to be conservative. Moreover, the W width measurement made 

in Chapter 8 will serve as an additional independent check on the resolutions. 

These two effects, the finite number of Z events used, and the smearing of the 

electrons used to measure the PT of the Z, contribute 170 MeV and 200 MeV 

systematic uncertainties to the W width, respectively. 

As a demonstration of the ability of the simulation of the event pro­

duction and recoil to reproduce the data, the spreads and mean of u11 and u.L 

for data and simulation are compared for different cuts on magnitude of the 

recoil, jul. Table 6.3 shows the agreement. 

The largest bias to < u1 I > arises from the selection of events with 

cuts on the electron transverse energy. W events which decay at an angle 

such that the electron is boosted by the transverse momentum of the W are 

preferentially kept. Figure 6.4 shows the data and simulation for < u.11 > as a 

function of the Er of the electron. There is a variation of 28 GeV in < u11 > 

over the range of electron transverse. energies, 25 < ET < 55 GeV, which the 

accompanying plot of residuals shows is well-modeled. Similar plots versus the 
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lul cut < ua > RMS{uu) RMS(uJ.) 
(data) (sim) (data) (sim) (data) {sim) 

{GeV~ (MeV) (MeV) (GeV~ (GeV) (GeV) (GeV) 
20 -473 ± 72 -483 5.36 ± 0.05 5.38 5.28 ± 0.05 5.28 
15 -277 ± 63 -318 4.64 ± 0.04 4.74 4.61±0.04 4.72 
10 -91 ± 54 -125 3.67 ± 0.04 3.66 3.69 ± 0.04 3.67 
5 +20 ± 40 -45 2.23 ± 0.03 2.16 2.19 ± 0.03 2.15 
3 -16 ± 40 +12 1.42 ± 0.03 1.38 1.37 ± 0.03 1.38 

Table 6.3: Variation of the mean and RMS of u11 and U.L with·the cut on lul 
in the data and simulation. 

ET of the neutrino also show good agreement. The variation of < u1 I > with 

the transverse mass of the event shown in Figure 6.5. These variations are 

much smaller, fV 2 GeV (which is why the transverse mass is used to extract 

the mass), and are well-described by the simulation. Plots of < u 11 > versus 

lul prove to be sensitive to the quality of the event modeling. The data. are 

compared to the simulation for these variables in Figure 6.5. 

To quantify the uncertainty due to proton structure functions, many 

mock datasets of the same size as the true dataset are simulated with different 

structure functions and fit to the nominal spectra. (46] The measured sys­

tematic offsets in the fitted mass are shown in Table 6.4. Martin and Stirling 

point out that the shift in the W mass with structure function should be highly 

correlated with the corresponding shift in the mean W decay charge asymme­

try [42). The range of structure functions covers the range of W decay charge 

asymmetries allowed by the data (25] so the shift in the mass should thus be 

adequately constrained by this method. Although the variations are consis­

tent with statistical fluctuations, a cc;inservative uncertainty of 40 MeV /c2 due 

to structure function choice is assigned. (Note that this uncertainty is much 
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Structure Function ~Mw Status 
(MeV[c2~ • 

MRSD-' ~s ± 10 · nominal 
CTEQ2D -13±19 
CTEQ2M +7±19 ruled out 
CTEQ2L +7±19 ruled out 
CTEQ2ML -7±19 
CTEQ2MF +9±19 
CTEQ2MS +3±19 
CTEQlM +3± 19 
MRS SO' +21±19 
MRSP.O' .. +18± 19 
MTBl +19±.23 ruled out 
GftVHO . 

~ ·, 
ruled out ;_34±19 

MRSE' +71±19 ruled,out• 
HMRSB +28±9 ruled out 
MRSB +43±19 1990 analysis 

. ,. 

Table ·6:4: ·Dependence of the W mass oil structure ftinction choice. The 
references for the various structure functions may be found in Reference [47]. 
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Constant term ~Mw ~rw 
(%} {MeV (_c2~ (MeV~ 
0.2 -42±10 -250 ± 30 
0.7 -32 ± 10 -199 ± 28 
1.2 -1±19 -44 ± 54 nominal 
1.7 +34±10 +114 ± 24 
2.2 +89±10 +331±23 
2.7 +143±10 +568 ± 20 

Table 6.5: Variation in the W mass and width if a constant term in the electron 
resolution other than the nominal is used. The mass shift is for a fixed-width 
fit. The width shift is for a fit with both the mass a.nd width floating. 

smaller than that in the preliminary analysis since more structure functions 

sets are now excluded and the minimum transverse mass cut was raised from 

60 GeV /c2 to 65 GeV /c2
.) The shift for the MRSB set is shown for comparison 

to the 1990 analysis. 

The fitted W mass also depends on modeling the electron resolution. 

The width of the Z --+ ee peak, discussed in Chapter 4, indicates that the 

appropriate constant term to use in Equation 4.1 is (1.2:!:~:~)%. Table 6.5 

shows the variation in the fitted W mass from electrons when artificial data 

made with a C'onstant term other than the nominal are fit. The corresponding 

uncertainties are 80 MeV /c2 on the W mass and 340 MeV on the width. 

The recoil energy is reconstructed with an energy scale derived from 

the nominal gains; this appears from Figure 6.1 to have been an under­

reconstruction by about a factor of 1.5. This under-reconstruction, presum­

ably due to cracks, calorimeter non-linearities and energy scale definitions, 

was deliberate since the using the nominal scale was measured to give the best 

resolution and statistical uncertainty on the mass measurement. As a check, 

the mass measurement is repea.te<l with an additional sea.ling of 1.5 applied 
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to all recoil measurements. The 5718-event mass sample becomes a. 5228-

event sample with this change in the reconstruction. The measured RMS of 

'Uf f becomes 6.41±0.06 GeV in agreement with the corresponding prediction 

by the simulation of 6.47 GeV. The RMS spread of UJ. was 6.53 ± 0.07 GeV 

in agreement with the corresponding prediction of 6.60 GeV. The offset in 

< 'Uf f > becomes +210 ± 89 MeV in good agreement with the prediction of 

+181 MeV. The shift in the W mass had a scale factor of 1.5 been used rather 

than 1.0, is -79±54 MeV where the uncertainty is the independent statistical 

uncertainty incurred in the comparison. The difference is neither statistically 

significant nor larger than the systematic uncertainty already quoted for scal­

ing and skewing the p}f distribution and for systematic limitations of the recoil 

modeling. 

The natural width of the W contributes to the shape of the transverse 

mass as most other resolution effects. For the nominal fits the W width is 

constrained to its measured value of 2063 ± 85 MeV [30]. Table 6.6 shows how 

the fitted mass depends on the W width used. The uncertainty taken on the 

W mass is 20 Me V / c2 due to knowledge of the W width. This is conservative 

since the measured value agrees well with the theoretical value which has a 

smaller uncertainty. A fit to the data with both the W mass and width floated 

is performed in Chapter 8 as a check. 

One must also be concerned with the possibility of a trigger bias that 

could bias the mass measurement. Here, a trigger bias is a mass shift due 

to missing events that would have been selected offiine. The entire W ~ ev 

sample comes from one of these three triggers: an electromagnetic cluster with 

Er > 16 GeV with a missing transverse energy of tr > 20 GeV, where no 

track is required (CEM16MET20), an inclusive electron trigger at 9 GeV which 

requires a track (CEM9CFT9), and ajet with track and 20-GeV missing trans-
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rw tl.Mw 
(MeV) {MeV /c2

) 

1663 -97±14 
1883 -40±14 
2063 -1±19 nominal 
2263 +21±14 
2463 +102±14 

Table 6.6: Variation of the fitted W mass with the assumed W width. 

verse energy trigger (TAU20MET20). No events came in exclusively on an ad­

ditional backup trigger requiring ET > 35. Since these triggers cover the most 

likely failure modes, the inefficiencies may be calculated. The CEM16MET20 

trigger was 99.8% efficient, where its failures were due mostly to not finding 

enough missing transverse energy. Given such high efficiency, the CEM9CFT9 

served as an adequate backup with its 93.1 % efficiency. Only 3 events failed 

both of the first two triggers due to hardware failures during electromagnetic 

cluster finding. Since any combination of these triggers is allowed, less than 

one event is expected to have been missed, so the trigger bias on the mass 

measurement is negligible. 

A potential problem with the leading-order generator used is that it 

does not allow changes in the polarization of the W as the PT of the W in­

creases. Chiappetta and Le Bellac have shown that the change of polarization 

adds a term to the angular distribution of the electron from the W decay [48]. 

When averaged over charges, the angular distribution of the electrons becomes 

d<7 2 ( 2 ) 
d(cosO) = (1 +cos 0) +a 1 - 3cos 8 , (6.2) 

where the first term is reproduced by the leading-order generator and the 

second term is the correction due the higher-order correction. For the W 
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events in the mass sample, < a: >"' 0.7% a.nd is almost a.lwa.ys less tha.n 3%. 

Fitting artificial data made with a = 10% to the nominal lineshapes shifts 

results in a fitted mass +156 ± 13 MeV /c2 from the nominal. So 10 MeV /c2 

is assigned as an uncertainty due to W polarization. 

To estimate the uncertainty due to the assumption of the rapidity­

independence of the p}j spectrum, a theoretical double-differential spectrum of 

W production in PT and rapidity provided by Arnold and Kauffman [49] wit,h 

AQcD = 300 GeV is used (50]. Constraining the Arnold-Kauffman spectrum 

to reproduce the width of the UJ. distribution requires that their theoretical 

pif spectrum be scaled by a factor 0.977. First, as a check, when artificial 

data generated using this p}j spectrum without the rapidity correlation are 

fitted to the nominal linesha.pes, the returned W mass is shifted by +20 ± 

10 MeV /c2 from the value at which it was generated. This shift is smaller 

than the systematic uncertainty taken for scaling and skewing the input p'!J 
distribution. Note that we have no reason to believe the theoretical spectrum 

to be "correct" at this level, anyway. The theoretical model, which is thus close 

to the empirically derived spectrum we employ, may be used to isolate and 

estimate the bias due solely to correlations between p}j and rapidity. The shift 

in the mass between fits using this artificial data generated with and without 

the rapidity correlation included is 13± 14 Me V / c2, which is consistent with no 

effect. To be conservative, 15 MeV /c2 is taken as the corresponding systematic 

uncertainty. 

6.4 Summary 

The production model used to simulate W - ev events has been 

described. The uncertainties due to modeling are summarized along with all 
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other uncertainties in Table 9.1. The choice of the PT spectrum given to W 

bosons is constrained by scaling and skewing it until the predicted UJ. distribu­

tion disagrees with the data. The u11 distributions are not used as a constraint 

but show good agreement. The result is a 30 MeV /c2 uncertainty on the W 

mass. The modeling of the recoil is limited by the finite number of Z -+ ee 

events available to map out the calorimeter response and by the smearing on 

the P¥ measurement using electrons. These contribute a 60 MeV /c2 uncer­

tainty. The smearing of the electron energy measurement is constrained by 

the observed width of the Z -+ ee peaks and is shown to be consistent with 

expectations and with an estimate derived from the width of the E/p peak 

where the width of the Z -+ µµ peak is used to estimate the contribution to 

the width from the tracking measurement. The corresponding uncertainty is 

80 MeV /c2• The choice of structure function does not make a detectable shift 

in the W mass, but the ability to measure such a shift, 40 MeV /c2, is taken as 

a systematic uncertainty. The effect of higher-order diagrams on the W polar­

ization contributes a 10 MeV /c2 uncertainty. As a check, using a theoretically 

motivated p':f spectrum rather than the nominal one causes a 20±10 MeV /c2 

shift on the measured mass, less than the systematic error assigned for the 

p':f modeling. JJsing this theoretical model, a possible rapidity bias is investi­

gated and found to cause no measurable shift in the W mass; however, to be 

conservative, the ability to measure such a shift, 15 Me V / c2 , is taken as an 

uncertainty. Systematic uncertainties on the W width are also noted. 



Chapter 7 

BACKGROUNDS AND 

RADIATIVE CORRECTIONS 

This chapter describes how the analysis accounts for the presence of 

b~kgrounds in the signal region. 

7 .1 Backgrounds 

Processes other than W --+ ev in the mass samples may affect the 

mass measurement. This section describes how the presence of the following 

processes are incorporated into the analysis: 

1. W-+ TV--+ ell/Ill 

2. Z -+ ee where the second electron is not found 
3. W--+ TV-+ "one-prong" hadronic tau decays 
4. "QCD": heavy-flavor decays and jets faking electrons 
5. Z -+ TT where all decays of T leptons are considered 
6. WW and tt production. 
7. cosmic rays 

Most backgrounds have a lower average transverse mass than the 
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signal and will cause the fitted mass to be lower than that from a. fit to a 

background-free sample. The simulation directly includes contributions to the 

mass samples from these background processes. The backgrounds affect the 

value of < u11 > and other properties of the dataset which serve as checks 

against systematic error, which is why the events are included directly in the 
.\ 

simulation. In addition, backgrounds may preferentially populate the high 

E/p region in the W -+ ev sample, causing the amount of material inside 

the tracking volume to be overestimated. The uncertainty in the material 

measurement given in Chapter 4 is consistent with half of all non-electron 

backgrounds lying in the "tail" region of the E/p distribution. Each of the 

seven background processes is addressed in the following paragraphs. 

The W -+ rv -+ evvv process is included by simulating the decays 

with their measured branching fractions [26] and determining the electron 

angular distributions accounting for the effect of polarizations on the decays. 

Few of these events pass the kinematic cuts. For Mw = 80.5 GeV /c2, the 

final sample would contain 45 of its 5718 events from this process a.a shown 

in Table 7.2. This process is also included in the radiative simulation. This 

is the largest background and is also the easiest to include since the decay is 

precisely modeled. 

Events where a Z is created can produce an isolated high-ET electron 

in the CEM and a second electron mis-measured enough to be missed. This 

creates significant ET so that the event is classified as a W -+ ev event. 

The low rate of these events allows a correction calculated from ISAJET [51} 

and a general-purpose CDF detector simulation to be adequate. Because of 

the rapidity-dependence of the efficiency of the extra stiff track cut, a missed 

electron will tend to be in the forward regions. The kinematics and the residual 

energy deposited by the missed electron cause the transverse mass spectrum of 



Cuts 
ET > 20, PT > 12, tT < 20 
ET > 20, PT > 12, tT < 10 
ET > 25, PT > 15, tT < 20 
ET > 25, PT > 15, tT < 10 
ET > 30, PT > 18, tr < 20 
ET > 30, PT > 18, tT < 10 

f 
0.43 ± 0.07 
0.39 ± 0.08 
0.34 ± 0.11 
0.31±0.14 
0.41±0.21 
0.38 ± 0.17 
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Table 7.1: Variation in the ratio of jet events with an isolated track to those 
with a. high track multiplicity for a. range of kinematic cuts. Units on cuts are 
in GeV or GeV /c. 

these events, shown as one of the curves in Figure 7.1, to fall rather than form 

a Jacobian peak. The spectrum of u11 for these events has a long negative tail 

due to energy left by the missed electrons, which is included in the simulation. 

The number of events in the sample due to hadronic jets being falsely 

identified as electrons and to electrons due to bottom a.nd charm decays may 

be estimated from inclusive 20 GeV jet data. The distribution of the multi­

plicity of tracks with PT greater than 1.0 GeV /c in the track isolation cone 

(R < 0.25) around the electrons is measured for jets passing the other electron 

identification cuts in events inconsistent with being a W or Z. The Z -+ ee 

data indicate that to separate background from signal events, it is necessary 

to look at events with four or more tracks within the isolation cone. The ratio 

of events with one isolated track to those with four or more tracks in the iso­

lation cone, J, is measured from the jet data and is shown in Table 7 .1 for a 

variety of cuts on the event topology. Varying the kinematic cuts, as shown in 

Table 7 .1, shows that the measurement is robust against possible selection or 

ET biases, and indicates a background fraction of 11 in 5718 as shown in Ta­

ble 7 .2. Checks using different track multiplicity normalizations and samples 
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enriched in heavy flavor are consistent with this background fraction. Events 

in the W sample which fail the track multiplicity cut are used to predict the 

shape of the background, shown in Figure 7 .1. 

It is necessary to consider the "one·prong'1 hadronic decays of tau 

leptons from W bosons. This is a backgrqund not normally considered in 

high· ET electron analyses; however, this measurement is forced to use only 

loose cuts on the electron shower profile to reduce biases on events with 

bremsstrahlung of hard photons. The la.ck of tight matching cuts adds the 

possibility of r -+ 1T"+7ro X events looking like isolated electrons for this anal­

ysis. Such events would also be likely to bias the tail of E / p. Another study 

using ISAJET a.nd a general-purpose CDF detector simulation shows that the 

sum of the contributions from the decays T±--+ h±vx, where h± is a charged 

pion or kaon, is small as shown in Table 7.2 and Figure 7.1. A 100% uncer· 

tainty is taken because of the simulation technique. 

The number of events from the proces8 Z --+ TT is estimated using 

ISAJET a.nd the general·purpose CDF detector simulation. All decay modes of 

each T are included in the simulation to account for cuts on event topology. The 

effect of this process on the W mass is small and is summarized in Table 7 .2 

and Figure 7. r. 
The process of W·pair production is considered separately for direct 

production using a cross section of 10 pb (52] and for top-quark pair produc­

tion with a top mass of 174 GeV /c2 and cross section of 12.6 pb (53]. The 

contribution to the observed event rate is shown in Table 7 .2. Since the sum of 

these processes produces fewer than one event in the sample and because they 

produce electrons originating from real W bosons, the processes are negligible 

and ignored. 

Cosmic·ra.y muons may infrequently emit bremsstrahlung radiation 



Decay 

W --+ rv --+ evvv 
Lost zo --+ ee 
W --+ rv --+"one-prongs,, 
"QCD" 
zo--+ TT 

Direct WW 
tt 
Cosmic rays 

Events in 
W--+ ev sample 

45 
7 
2 
11 
2 

0.6 
0.2 
0 
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Table 7.2: Backgrounds in the W sample. To estimate the uncertainty due to 
backgrounds, the sum of all decays other than W --+ r11 --+ evvv is varied by 
100%. 

in the CEM and appear as electrons. Of ,..., 150 events failing only the 1.0 cm 

impact parameter cut, three are identified by an eye scan to be cosniic rays. 

These events are otherwise quiet, have muon hits aligned with the track on 

both sides of the detector and have hits in the CTC where the "other leg" 

was missed by the CTC track reconstruction. Extrapolating into the region 

with impact parameter less than the cut at 1 cm using a simple ratio indicates 

that 0.1 events are expected in the sample. As a check, events in the tails of 

the matching distributions are scanned and no events are seen. The process is 

negligible and ignored. 

To measure the shift on the W mass from all backgrounds except 

W --+ rv--+ e111111, which is considered adequately simulated, each background 

rate is increased by a factor of ten in the artificial data and the observed shift 

when these data are fit to the nominal templates is divided by nine (since one 

is already included). The inclusion of all these processes is seen to shift the 

W mass by 10 MeV /c2 which is taken conservatively as the uncertainty. 
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.figure 7.1: Transverse mass distribution of backgrounds in the W--... ev sam­
ple (except W--... rv--... evvv). 
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7.2 Radiative Corrections 

The contribution of radiative W decay, W-. ev1, is accounted for by 

using the same radiative simulation used to simulate the E/p spectrum. Most 

of the shift arises from wide-angle "internal-bremsstrahlung" photons which 

are radiated from the W propagator or electron external line. Either can cause 

the reconstructed transverse mass to be lower than would otherwise have been 

measured. In addition, although "external-bremsstrahlung" photons tend to 

be collinear with the electron, the effect coupled with the PT cut on the electron 

or photon-electron separation in the magnetic field will affect the shape of the 

transverse mass spectrum. Both "internal" and "externaF' bremsstrahlung are 

included when calculating radiative corrections. 

Artificial data are created at a known mass with the radiative effects 

included and fit with the nominal fitter. The simulation used is the same 

as that used to calculate the E/p shape as described in in Chapter 4. The 

observed shifts, listed in Table 7.3, are taken as corrections to the fitted mass. 

For example, the W mass returned from the nominal transverse ma.ss fit will 

be shifted up by +65 ± 20 Me V / c2 . The uncertainties are due to the finite 

number of events generated. The shift in < u; I > due to radiative effects 

is +20 MeV /c2 which is small enough to barely affect the comparisons made 

in Chapters 5 and 6. As a check, non-radiative events from the radiative 

simulation were seen to exhibit no shift in the fitted mass. 

7.3 Summary 

The W -. ev mass measurement is highly insensitive to the presence 

of backgrounds. The presence of backgrounds is summarized in Table 7 .2 and 
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Fit type ~Mw ~rw 

(MeV /c2~ {MeV~ 
MT +65 ± 20 
Ee 

T + 95 ± 30 
Elf - 21 ± 30 

Mr (rw floating) +58 ±; 24 - 65 ± 57 

Table 7.3: Shifts to the W mass due to the fact that radiative effects are 
ignored in the nomi.]lal fit. The 9bserveGi shift is applied to the fitted W mass. 

Figure 7.1. A 10 MeV /c2 uncertainty is taken on the W mass for the ability 

to model baekgrounds. 
: : 

Radiative corrections a.re applied as a shift to the fitted value of the 

W mass or width. The appropriate shifts for the various fits are listed in 

Table 7.3~ Thus, the nominal fit, to transverse ma.as, is corrected upwards by 

65 MeV /c2 to account for the radia.tiv~ shift . 

• 



Chapter 8 

FITTING 

This chapter describes the details of fitting the observed transverse 

mass spectrum to extract the W mass. The first section begins with a descrip­

tion of the transverse mass fitter. Checks of the internal consistency of the 

fitter follow. Checks of the fits are also made with the data. The nominal fit is 

compared to fits from the single-lepton Er spectra. The mass fit is also made 

with the intrinsic width of the W floating. Jitter in the method is estimated. 

Likelihood contours for the floated-width and nominal (fixed-width) fits are 

shown. 

8.1 Fitting Procedure 

Although only the W --> ev transverse mass fitter is described in 

detail here, the method is exactly the same as that used to fit the Z mass from 

the dielectron spectrum, the E/p spectrum, and the single-lepton Er spectra. 

Transverse mass spectra are generated for a range of W masses 100 MeV /c2 

apart and W widths 200 MeV /c2 apart. The range of transverse masses used 

in the fit is 65 < Mf < 100 GeV /c2 , where 5718 of the 8067 events in 
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the W dataset lie. At each mass-width point, an un-binned log-likelihood is 

calculated for the hypothesis that the data are consistent with that mass and 

width. An uncertainty on each point is calculated from the finite statistics used 

to generate each template. That is, the number of events in each bin of ea.ch 

template contributes a statistical uncertainty on the log-likelihood. Since the 
' 

sta.tistica.l uncertainties are well-described by a Gaussian, the log-likelihoods 

are expected to fit well to a paraboloid in the mass-width plane, which they 

do. The paraboloid's maximum corresponds to the best-fit value for the mass 

a.nd width. The contour in the mass-width plane corresponding to an decrease 

of 0.5 in log-likelihood relative to the maximum defines the "la"' confidence 

level. For fixed-width fits, the log-likelihoods are fit to a parabola.. 

8.2 Checks 

Any fitting procedure must satisfy two criteria to show that it is 

reliable. First, when run on events from a large number of simulated exper­

iments of the same size, the average returned value must be consistent with 

the nominal mass used to generate the events. Second, the RMS spread of the 

fitted masses<in these experiments must be consistent with the mean statistical 

uncertainty returned by the fits. 

To check these criteria, mock W --. ev datasets of the same size as 

the real data are made at a known mass and width using the same simulation 

as used to make the templates. Fitting to 225 such datasets, the average of the 

returned masses is seen to agree with the nominal mass and their RMS spread 

agrees with the mean statistical uncertainty. Likewise, for the returned width. 

For example, the spread of returned masses for fixed-width fits to artificial 

data generated with Mw=B0450 MeV /c2 and rw=2063 MeV /c2 is shown in 



Mf (min) 
(GeV /c2

) 

50 
55 
60 
65 
70 

6.Mw 
(MeV /c2) 

-47 ± 47 
-34 ± 47 
+6±41 

0 
-41±67 

99 

nominal 

Table 8.1: Difference from the nominal fit as the lower cuto:tf in transverse 
mass for the fit is varied. The uncertainty is an estimate of the independent 
statistical uncertainty (uncertainties subtracted in quadrature). 

Figure 8.1. The mean, 80441 ± 10 MeV /c2, agrees with the nominal value. 

The RMS spread, 133 ± 6 MeV /c2, agrees with the mean fitted uncertainty of 

144 MeV /c2• The distribution of fitted masses is well described by a Gaussian 

and the fits of the log-likelihood points to parabolas are statistically consistent 

with < x2 >= 1.0, justifying the assumption of Gaussian statistical uncertain­

ties. All fitters discussed in this thesis, whether one- or two-dimensional, pass 

these tests. Since each template consists of five million events, the fit is ex­

pected to have less than a 10 MeV /c2 jitter independent of other uncertainties 

already included. A scatter of this magnitude is seen when refitting to statis­

tically independent datasets and is taken as a systematic uncertainty due to 

"fitting." 

The previous checks only tested the internal consistency of the fitters. 

Other checks are made with the data. The changes in the fitted mass as the 

lower and upper transverse mass cuts on the nominal fit are varied and shown 

in Tables 8.1 and 8.2. The shifts are consistent with the expected deviations 

from solely statistical variations due to the changing number of events as the 

fit window is changed. 
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Figure 8.1: Upper: Distribution of returned masses for fixed-width fits to 225 
mock W-. e11 datasets generated at Mw=80450 MeV /c2• Lower: Distribu­
tion of returned statistical uncertainties in those fits. 



M)/ (max) 
(GeV /c2

) 

90 
95 
100 
105 
110 
120 
150 

AMw 
(MeV/c2

) 

-44 ±49 
-50 ± 24 

0 
-1±17 
0 ±30 
-4±34 
-11±34 
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nominal 

Table 8.2: Difference from the nominal fit as the upper cutoff in transverse 
mass for the fit is varied. The uncertainty is an estimate of the independent 
statistical uncertainty (uncertainties subtracted in quadrature). 

Fit type 

Electron ET fit 
Er fit 

AMw 
(MeV /c2

) 

+s ± 126 
+92 ± 99 

Table 8.3: Shifts in the W mass as the fit type is changed from the nominal 
fit of the transverse mass spectrum to a fit of the single-lepton ET spectra. 
The shifts are assigned an uncertainty due to the independent statistical un­
certainty (uncertainties subtracted in quadrature). 

Other fits, i.e., those other than the nominal transverse mass fit, are 

sensitive to inadequate event modeling. Fits to the individual electron and 

neutrino ET spectra are more sensitive to insufficient p':f modeling. The re­

sulting shifts in the fitted W mass relative to the nominal value are summarized 

in Table 8.3. The deviations are consistent with the independent statistical 

uncertainty, i.e., the statistical uncertainty that would have to be added in 

quadrature to the smaller uncertainty of the two numbers compared to pro­

duce the uncertainty on the other one. In fact, even a larger disagreement 



Fit type tl.Mw 
(MeV /c2

) 

!ul < 5 GeV fit +200 ± 170 
lul > 5 GeV fit -150 ± 155 
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Table 8.4: Shifts in the W mass as the fit type is changed from the nominal fit 
of transverse mass spectrum to one covering a different subset of !ul. The shifts 
are assigned an uncertainty for the independent statistical and systematic 
uncertainties in the comparison. The two shifts are expected to be almost 
completely anti-correlated. 

might be expected since some systematic uncertainties become larger. These 

spectra are compared to the prediction using the best-fit from the transverse 

mass in Figure 8.2. Fits may be made to the data split into two roughly equal 

samples. Those with lul < 5 GeV and those with lul > 5 GeV yield samples 

with 2770 a.nd 2948 events in the fit range, respectively. The results of the 

two fits relative to the nominal, 5718-event sample are shown in Table 8.4. 

The shifts are highly anti-correlated so although the numbers are both one 

standard deviation away from zero, the numbers are dependent and this can 

be interpreted '88 only a single check. Note that the splitting is consistent with 

what would be expected from the apparent statistical fluctuation in < u;; > 

and modest disagreements in the RMS values u;; and U.L with the simulation 

seen in Table 6.3. Moreover, since the PT spectrum given to the boson was 

not retuned for this analysis, these shifts cannot be interpreted as shifts in 

the analysis had another lul cut been used for the "nominal" measurement. 

Since the shifts cancel each other, the deviation, if real, likely corresponds to 

a skew of the boson PT spectrum, which is already included in the systematic 

uncertainty in Chapter 6. The transverse mass spectrum for each of these 
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Figure 8.2: Upper: Electron ET spectra compared to simulation. Lower: same 
for electron-neutrino ET. Note that the mass value used for the simulation 
comes from a fit to the transverse mass, not the single lepton spectra shown. 
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samples is shown along with the prediction using the mass from the nominal 

fit in Figure 8.3. 

Other checks of systema.tics are the best-fit W width when it is left 

floating in the fit and the shift in the best-fit mass when the width is left un­

constrained rather than fixed. The best-value for the width from the W ~ ev 

data, after applying the radiative correction in Table 7 .3, is 

fw = 2290 ± 260(stat.) ± 460(syst.) MeV /c2
. (8.1) 

The systematic uncertainties on the width are estimated in the same way 

as those on the mass and were noted in the previous chapters. The width 

measurement is extremely sensitive to inadequacies of event modeling and 

agrees well with with the indirectly measured value of 2063 ± 85 MeV [30) and 

the directly measured value of 2040 ± 320 MeV (39]. The shift in the fitted 

mass when the width is allowed to from its nominal value of 2063 MeV is 

-68±49 MeV /c2 , where the uncertainty represents the independent statistical 

uncertainty. The likelihood contours for the fitted mass and width for are 

shown in Figure 8.4. 

If the mass difference between the w+ and w- were significantly 

different from.,zero, that would indicate that C PT symmetry would be bro­

ken. Probably any theory that one can imagine formulating must possess this 

symmetry. Since the electron energy measurements are charge-independent, 

the measurement of the mass difference is dominated by the statistical un­

certainty and systematic uncertainties are negligible. Dividing the sample by 

charge, there are 2826 w+ events and 2892 w- events. The measured mass 

difference is 

(8.2) 

where the same energy scale is used for the positively- and negatively-charged 
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Figure 8.3: Transvserse mass spectra compared to the simulation using the 
mass value from the nominal fit. Upper: lul < 5 GeV. Lower: lul > 5 GeV. 



3.2 

3 

2.8 
,.......... 
~ 2.6 

B 2.4 

£ 2.2 
"O 
~ 2 

1.8 

1.6 -

106 

Before final corrections 

._._.._.__._.___._.___._.'-'-'-'--'-'--'-'--'-'--L-l'-'-'-'--'-'--'-'-_J_L-L-1-L..Jl-J-..-'-'--'-'-~ 

79.8 79.9 80 80.1 80.2 80.3 80.4 80.5 80.6 80.7 80.8 

"O -18534 

g -18536 

£ -18538 
(I) 
~ -18540 

~.:.18542 
.3 -18544 

-18546 

-16548 

-18550 

-18552 

79.6 79.8 80 80.2 

Moss ( GeV / c2
) 

Before final corrections 

80.4 80.6 80.8 81 

Moss ( GeV / c2
) 

·Figure 8.4: Upper: Log-likelihood contours for the simultaneous mass and 
width fit of the data. Lower: Log-likelihood points for the nominal (fixed­
width) fits. 
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electrons. The result is a 2.30' deviation. It goes the opposite direction from 

the previously measured value of -190 ± 580 MeV /c2 by CDF (9). Indirect 

tests comparing the decay rates of muons are about two orders of magnitude 

more sensitive to this mass difference. 

8.3 Nominal Fit 

The log-likelihood points for the nominal fit to the transverse mass 

spectrum are shown in Figure 8.4. The fit of the parabola to the points has 

x2 /dof = 12.5/12. To the fitted value is added 65 MeV /c2 for the radiative 

correction described in Chapter 7 and a small shift to account for the 0.02% 

difference between the CEM scale used for the reconstruction and that ob­

tained in the final scale calibration. The transverse mass and best fit for the 

electron data are shown in Figure 8.5. 

The measured values of the W mass extracted from these fits are 

given in the final chapter. 

8.4 Summary 

This chapter described the fitting technique used throughout this 

thesis. The fits for the W mass demonstrate internal consistency. Other 

checks, using the data, show that the result is robust to changes in fit window 

and fit type. The result also reproduces the expected W width when allowed 

to float. A 10 MeV /c2 uncertainty is taken due to the finite statistics used 

to generate the transverse mass lineshapes. The result from the nominal fit is 

given in the following chapter. 
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Chapter 9 

RESULTS AND 

IMPLICATIONS 

This chapter presents a summary of the measured values and exper­

imental uncertainties in the W mass measurement. The result is compared 

to previously published values. The implications of this measurement for the 

Standard Model are discussed. 

9.1 Summary of Systematic Uncertainties 

A summary of all systematic uncertainties discussed in this thesis 

is given in Table 9.1. All uncertainties have been rounded to the nearest 

5 MeV /c2
• The statistical uncertainty of 145 MeV is determined from the fit . 

The systematic uncertainty due to knowledge of the energy scale, 130 MeV /c2, 

is dominated by systematics of connecting the CTC momentum scale to the 

CEM energy scale. Other systematics uncertainties due to modeling and event 

selection add up to 110 MeV /c2 , of which the uncertainty on the electron reso­

lution is largest, but was shown to be conservative. A conservative uncertainty 
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Quantity bt.Mw 
(MeV /c2

) 

I. Statistical 145 

II. Energy Scale 130 
1. Scale from J /.,P 40 
2. Polar-angle false curvature 15 
3. Calorimeter 125 

a. Stat ist ical unc. on E/ p 65 
b. Systematic unc. on E/ p 105 

III. Ot her Systematics 110 
1. Electron resolution 80 
2. Input p'!f 30 
3. Recoil modeling 60 
4. W width 20 
5. Electron ID and removal 20 
6. Backgrounds 10 
1. Radiative correction 20 
8. Fitting 10 

IV. Theory 45 
1. Proton structure 40 
2. W polarization 10 
3. Rapidity vs. PT correlation 15 

TOTAL UNCERTAINTY 230 

Table 9.1: Summary of statistical and systematic uncertainties in the W mass 
measurement. 
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due to theoretical choices, 45 Me V / c2 , does not contribute significantly to the 

total uncertainty. The total uncertainty, 230 Me V / c2 , is rounded to the nearest 

10 MeV/c2• 

9.2 W Mass 

The radiative corrections are applied to the fits to arrive at the mea­

sured mass values. The mass extracted is: 

Mw = 80440 ± 145(stat.) ± 180(syst.) MeV /c2
• (9.1) 

This result is shown alongside modern published results in Table 1.1 a.nd in 

Figure 9.1. 

9.3 Context 

This mass measurement and the two previously published numbers 

shown in Figure 9.1 are consistent. No recent measurement is more than one 

experimental standard deviation away from the average. Combining published 

measurements with this one, the new world-average, after accounting for small 

correlated uncertainties among the measurements of up to 85 Me V / c2, is 

M~orld = 80320±190 MeV/c2 (9.2) 

for which the measurements give x2 / dof=O. 71. The world-average will be 

improved when combined with the CDF analysis using the muon channel and 

with the measurement from the DZERO collaboration. 

Measurements at the Z pole and at low energy can be used to infer 

values for the W mass which assume no new phenomena outside of the Stan­

dard Model. Fits to properties of the Z measured at LEP [32) may allow one 
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Figure 9.1: Previously published W masses and this measurement compared to 
the LEP and SLAC predictions. The prediction from deep-inelastic scattering 
experiments is not shown, but is given in the text. 
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to infer M~EP = 80250 ± 100 MeV /c2• The left-right asymmetry of the Z 

measured at SLAC [54) may be used to infer. MaLAC = 80790± 190 MeV /c2. 

Deep-inelast ic neutrino scattering measurements may be used to infer M£JIS = 

80240 ± 250 MeV /c2 (55]. 

These results may be combined with other electroweak data to yield 

a prediction for the top quark mass. Or if the top quark mass presented 

recently by CDF (53] stands, one may check the consistency of the standard 

model using Figure 9.2. 
. ~ 

9.4 Conclusion 

A direct measurement of the W mass is one of the few measurements 

sensitive to the presence of new phenomena in the Standard Model of the 

electroweak interaction involving charged currents at high momentum trans­

fer. A direct measurement of the W mass using both its electron channel has 

been described. The mass is measured with the CDF detector which is a com­

bined magnetic spectrometer and calorimeter that allows many controls and 

checks of the energy scale and other systematic effects. This measurement, 

Mw = 80440 ± 230 Me V / c2 , has a smaller uncertainty than any previously 

published direct measurement. The uncertainty will be less than 200 MeV /c2 

when combined with the concurrent measurement using the muon channel. 

The result indicates no deviation from the Standard Model. 
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W Mass vs. Top Mass 

W Mass (this thesis): 
Mw=B0.44 ±0.23 GeV / c2 

CDF Measured Top Moss: 
MTOP=174 ±17 GeV/c2 
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Figure 9.2: Theoretical calculation [2} of the dependence of the W mass on the 
top quark mass in the minimal Standard Model using several Higgs masses. 
The data. point is the CDF measured top quark mass and the W mass mea­
surement measured in this thesis. 



Appendix A 

WIDTH CONSTRAINT 

This appendix suggests how one might reduce the systematic uncer­

tainty on the W mass by "' 10% by using the simultaneous width measurement 

as a further constraint on the systematic uncertainties due to resolutions. 

In the W mass analysis there are systematic uncertainties due to 

uncertainties in the resolutions on the transverse mass. There are four ma­

jor contributions to the smearing of the W transverse mass Jacobian peak: 

smearing of the input p":{ distribution, smearing of the the u measurement, 

smearing in the electron energy measurement, and "smearing" due to the W 

width. Biases on the mass due to almost all of these sources of smearing of M)j' 

appear to be at least qualitatively equivalent. In Figure A.1, each parameter 

representing a sources of systematic uncertainty is varied a.nd the resultant 

mass shift (for a fixed-width fit) versus width shift (for a fit with mass and 

width floating) is shown. The correlation is evident. The "data" point uses the 

shift in the mass extracted from the da.ta if the width is unconstrained in the 

fit; note that the uncertainties on this point are much smaller than the total 
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Figure A.1: Shift in the measured W mass (fixed-width fit) and width (fit 
with mass and width unconstrained) from the generated value as parameters 
characterizing systematic uncertainties are varied. The point for the "data" 
mass-shift uses the shift between the two types of fit; the shift for the "width" 
is relative to the nominal value of 2063 MeV. Note that the uncertainties on 
the differences for the data are much smaller than the total uncertainties on 
the mass and width. 
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uncertainties on the measured mass and width. The deviation of tills point in 

mass-width space is consistent with that of most of the resolution errors. 

The W width is extracted from the transverse mass spectrum at the 

same time as the mass in a fit with both mass and width floating. The width 

is extracted with a statistical uncertainty of 260 MeV. However, resolution 

systematics strongly affect the measurement of the W width, resulting in a 

systematic uncertainty of 460 Me V. One may make use of two facts. First, the 

W width is known much better from other measurements (2063±85 MeV) [30] 

than from fitting the transverse mass spectrum. Second, since the statistical 

uncertainty on the width is smaller than the systematic uncertainty due to 

re..solutions, constraining the width to agree with its indirectly mea.sured value 

provides a further constraint on the bounds of resolut ions. With the constraint 

applied, the systematic uncertainty on the W mass will be reduced. 

This constraint is not the same as the fixed-width constraint in the 

fits. That reduces the statistical correlation which is present due to the shape 

of the Jacobian peak. The statistical correlation would remain even if the sys­

tematic uncertainties were negligible. Likewise, with infinite statistical power, 

the systematic correlation would remain. What is referred to in this Appendix 

is making use of the correlation in the systematic uncertainties due to resolu­

tion uncertainties. 

The extracted W width is 2290 ± 260 (stat.)± 460 (syst.) MeV. In 

the W mass measurement the total uncertainty is 230 MeV /c2 , where the 

contribution from the resolutions is 105 MeV /c2
• Given that the constraint, 

i.e., the statistical uncertainty on the width, is smaller than the systematic 

uncertainty by a factor ,...., 260/460 = 0.561 the width could serve as a better 

bound on the resolutions, thereby reducing their contribution to the systematic 

uncertainty on the W mass. Unfortunately, as seen in Figure A.1, not all the 
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resolution uncertainties have the same slope in the !:l.M versus !:l.f plane. 

To account for these deviations an uncertainty of 100% is assigned to the 

derivative yielding a slope of (30±30)% for !:l.M/ !:l.f. The width is also varied 

as if it were a resolution parameter and the mass shifts are seen in Figure A.1 

to lie along that line. 

Applying such a "width-constraint" to the measurement in the thesis, 

a small shift in the central value of the resolutions pertains since the fitted 

width did not lie exactly on the nominal W width. The constraint is combined 

with the constraints already applied, yielding a W mass measurement of 

80400 ± 145(stat.) ± 160(syst.) MeV /c2• (A.1) 

Thus the systematic uncertainty on the W mass is reduced by 13% while the 

total uncertainty on the W mass is reduced by 7%. The shift in the W mass 

from that presented in Chapter 9 is only a 0.5a systematic shift given the 

reduction in the systematic uncertainty. 

One may check if this method might be optimized by a different 

choice of transverse mass fit range. If the upper transverse mass cutoff is 

reduced then both the statistical and systematic uncertainties on the width 

are expected to increase since there is less sensitivity to the tail of the l.V 

Breit-Wigner resonance. Changing the upper cutoff in transverse mass from 

100 GeV /c2 to 90 GeV /c2 is seen to increase the statistical uncertainty on the 

W width by 52%; however, the systematic uncertainty due to the constant 

term increases by 62%. Presumably the effect of other resolutions behaves 

similarly. Since the power of this method goes as the ratio of the systematic 

uncertainty on the width to its statistical uncertainty, it appears that there 

is not much room for optimization. Note that fitting the W - ell data with 

the lower transverse mass cutoff does not significantly affect the fitted width, 
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it shifts by -120 ± 790 MeV, becoming even closer to the indirectly measured 

value of 2063 ± 85 MeV. 

The improvement is modest, but if the total uncertainty scales as 

the statistical uncertainty, this is equivalent to having ,..., 15% more data. 

The improvement from the concurrent muon analysis of CDF data may be 

similar. If nothing else, considering this relationship between the measured W 

mass and width provides an additional check that the values obtained in this 

thesis a.re reasonable. The usefulness of this method may impro~e as future 

measurements become increasingly limited by the systematic uncertainties. 



Appendix B 

COMMENT ON CHECKS 

Many checks of the model and results have been made in this thesis. 

Of these, 21 have been identified as significant and independent and a.re listed 

in Table B.1 The root mean squared standard deviation from zero is 1.08±0.15, 

in good agreement with the expected value of 1.0. There are 14 entries with 

s~andard deviation less than 1.0, where one would expect 14.3. There are 4 

entries between 1.0 a.nd 2.0 where one would expect 5.3. There are 3 entries 

above 2.0 (all dose to 2.0) where one would expect one. 
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Check 
T(lS) mass 
T(2S) mass 
T(3S) mass 
Z-+ µµmass 
B-field measurement 
CEM constant term 
Z-+ ee mass 
W mass before and after access 
Z -+ ee mass before and after access 
< u11 >offset 
RMS (u11) 
k = 1.5 
rw 
Ef. fit 
Ef ~t 
Mf11m = 50 GeV/c2 

Mpiin = 70 GeV /c2 

Mptax = 90 GeV/c2 

Mp-tax.-= 150 GeV /c2 

lul < 5 GeV 
CPT-test 
Root mean-squared deviation from zero 

Standard deviations 
0.41 
0.35 
2.25 
0.52 
0.27 
0.07 
1.38 
0.21 
2.14 
0.12 
0.40 
1.50 
0.43 
0.06 
0.93 
1.00 

0.61 
0.90 
0.32 
1.18 
2.30 

1.08 ± 0.15 

Table B.1: List of 21 of the checks made in this thesis. 
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Figure B.l: Standard deviations of 21 of the checks made in this thesis. The 
"variance" is computed as the root mean squared standard deviation from 
zero. 
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